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Abstract 

Background

Large language models (LLMs) such as GPT-4 are increasingly used in 
scientific writing, yet little is known about how AI-generated scientific 
titles are perceived by researchers in terms of quality.

Objective

To compare the perceived alignment with the abstract content (as a 
surrogate for perceived accuracy), appeal, and overall preference for 
AI-generated versus human-written scientific titles.

Methods

We conducted a blinded comparative study with 21 researchers from 
diverse academic backgrounds. A random sample of 50 original titles 
was selected from 10 high-impact general internal medicine journals. 
For each title, an alternative version was generated using GPT-4.0. 
Each rater evaluated 50 pairs of titles, each pair consisting of one 
original and one AI-generated version, without knowing the source of 
the titles or the purpose of the study. For each pair, raters 
independently assessed both titles on perceived alignment with the 
abstract content and appeal, and indicated their overall preference. 
We analyzed alignment and appeal using Wilcoxon signed-rank tests 
and mixed-effects ordinal logistic regressions, preferences using 
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McNemar’s test and mixed-effects logistic regression, and inter-rater 
agreement with Gwet’s AC.

Results

AI-generated titles received significantly higher ratings for both 
perceived alignment with the abstract content (mean 7.9 vs. 6.7, p-
value <0.001) and appeal (mean 7.1 vs. 6.7, p-value <0.001) than 
human-written titles. The odds of preferring an AI-generated title 
were 1.7 times higher (p-value =0.001), with 61.8% of 1,049 paired 
judgments favoring the AI version. Inter-rater agreement was 
moderate to substantial (Gwet’s AC: 0.54–0.70).

Conclusions

AI-generated titles were rated more favorably than human-written 
titles within the context of this study in terms of perceived alignment 
with the abstract content, appeal, and preference, suggesting that 
LLMs may enhance the effectiveness of scientific communication. 
These findings support the responsible integration of AI tools in 
research.

Keywords 
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Introduction
The title of a scientific article plays a critical role in academic communication. More than a simple label, it serves as the
first point of contact between the research and its potential audience, potentially influencing whether the article is read,
cited, or even submitted for peer review. Several studies have shown that titles affect readership and citation rates,1–8 an
effect that may be especially pronounced in high-impact journals, where competition for visibility is intense. A well-
crafted title must strike a balance between scientific accuracy and appeal, providing a succinct yet informative summary
of the study’s main objective or findings, while simultaneously engaging the curiosity of readers.8–14

Crafting such titles is a complex task. Authors must condense their work into a limited number of words without
compromising on clarity, scientific integrity, or appeal. The title must reflect the content of the study while remaining
concise and readable. Moreover, researchers often face additional constraints such as journal-specific formatting rules,
word limits, or stylistic preferences.13–16 In this context, the choice of words and tone can affect how a study is perceived
and disseminated across the scientific community. For example, titles that use assertive or attention-grabbing language
may be more memorable or appealing, yet they risk overstating the results or introducing bias in interpretation.17,18

Recent advancements in natural language processing (NLP) have opened new avenues in scientific writing. Large
language models (LLMs) such as ChatGPT, developed by OpenAI, have demonstrated the ability to generate fluent,
coherent, and contextually appropriate texts in response to user prompts.19–29 These tools are increasingly being adopted
to assist with various writing tasks, including summarization, translation, and scientific manuscript generation. While
preliminary evidence suggests that LLMs can support academic writing tasks, their potential role in title generation
remains largely unexplored.30,31

Chen and Eger (2023) assessed the performance of transformer-based models—including ChatGPT—in generating
scientific titles from abstracts in the domains ofNLP andmachine learning.30 Their study focused on stylistic aspects such
as humor and novelty, and introduced the first large-scale dataset of humorous scientific titles. Although certain models
(e.g., BARTxsum) produced titles approaching human-level quality, effectively capturing authentic humor remained a
notable challenge. Rehman et al. (2024) used multiple pre-trained language models to generate titles for biomedical
research articles and compared them to human-written titles using standard textual similarity metrics such as ROUGE,
BLEU, and METEOR.31 The AI-generated titles showed high lexical similarity with human titles, suggesting that these
models can replicate conventional title structures. However, the study relied exclusively on automated metrics, without
assessing how readers actually perceive these titles in terms of accuracy, appeal, or credibility.Moreover, the articles used
in their study were from the post-2020 era, raising the possibility that human-written titles may themselves have been
influenced by AI-assisted tools. As a result, it remains unclear whether LLMs like ChatGPT can independently produce
high-quality scientific titles that are preferred by human readers.

Building on research showing that scientific titles may influence visibility, readership, and citation patterns, we extend
this perspective to examine howAI-generated titles are perceived by human readers. In this context, the present studywas
designed to evaluate whether ChatGPT-4.0 can generate titles that are perceived as aligned with the abstract content (as a
surrogate for perceived accuracy), appealing, and overall preferable compared to those written by human authors. Our
study is unique in threemain respects. First, it uses articles from a period beforeAI tools existed, ensuring that the original

REVISED Amendments from Version 1

In this revised version, we addressed all reviewer comments and made several important methodological and conceptual
clarifications.

First, we corrected an inconsistency in the reported rating scale. The questionnaire used a 0–10 scale (not 1–10), and we
have now standardized this throughout the manuscript.

Second, we improved the statistical modeling. The previously used negative binomial models for rating outcomes have
been replaced withmixed-effects ordinal logistic regressionmodels, which better reflect the bounded ordinal nature of the
data.

Third, we expanded the description of the article sampling procedure and clarified the standardization of title formatting.

Finally, we refined the conceptual framing and interpretation, including clearer wording around “perceived accuracy”
(nowexplicitly defined as perceived alignmentwith the abstract), stronger emphasis on temporal and contextual limitations,
and more cautious generalization of findings.

Any further responses from the reviewers can be found at the end of the article
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titles are purely human-authored. Second, it evaluates the quality of titles using human perceptions (rather than automated
similarity metrics) on key dimensions of interest to readers. Third, it uses ChatGPT-4.0, one of the most advanced
publicly available LLMs to date, as a title-generation tool in a zero-shot setting, reflecting its potential use by researchers
without engineering expertise. We hypothesized that titles generated by ChatGPT would be perceived as better aligned
with the abstract content and more appealing than those written by humans, and potentially preferred overall.

Methods
Study objective and design
This study aimed to evaluate the capacity of ChatGPT-4.0 to produce scientific article titles that are accurate, i.e., well
aligned with the abstract content, appealing, and preferred by readers. We compared AI-generated titles with original
human-written titles drawn from high-impact journals in general internal medicine. Our objective was to assess whether
ChatGPT could match or surpass human authors in crafting titles that attract readers’ interest while accurately reflecting
the abstract. To this end, we conducted a cross-sectional survey in which independent academic raters evaluated paired
titles for each of fifty scientific abstracts. Each abstract was presented with two titles, one written by a human, the other
generated by ChatGPT, in randomized order to avoid bias.

Journal and article selection
We first identified the ten general internal medicine journals with the highest impact factors in the 2023 Journal Citation
Reports (JCR). To ensure consistency and relevance across journals, only those fulfilling all of the following criteria were
eligible: they had to regularly publish original research and/or systematic reviews; they had to use structured abstracts for
both types of articles; and they had to have been in continuous publication since at least January 2000. The year 2000was
deliberately chosen as the target publication period because it predates the availability of generative AI tools, eliminating
any possibility that the original titles were AI-assisted. Based on these criteria, the following journals were selected: The
Lancet (IF 98.4), The New England Journal of Medicine (IF 96.3), The BMJ (IF 93.7), JAMA (IF 63.5), Archives of
Internal Medicine (IF 22.3), Annals of Internal Medicine (IF 19.6), CMAJ (IF 12.9), Journal of Travel Medicine (IF 9.1),
Journal of Internal Medicine (IF 9.0), and Mayo Clinic Proceedings (IF 6.9).

From each eligible journal, we randomly selected five articles published between January 1 and December 31, 2000.
These articles were either original research studies or systematic reviews. This sampling strategy resulted in a total of fifty
abstracts, each with a corresponding human-written title. For each journal, the sampling frame consisted of all eligible
articles published in 2000 that met the inclusion criteria. Articles were assigned numeric identifiers and selected using a
computer-generated random number sequence.

AI-based title generation procedure
To generate alternative titles, we used the ChatGPT-4.0 model developed by OpenAI, which represents one of the most
advanced publicly available LLMs at the time of the study. For each abstract, we initiated a new chat session with the
model. This was done intentionally to eliminate contextual memory carryover and ensure that each title was generated
independently of the others.

In each new session, the following standardized promptwas submitted: “Write a title for this scientific article based on the
abstract below”. Immediately after entering the prompt, we pasted the full abstract of the selected article. The
AI-generated title that resulted from this process was recorded verbatim and was not edited, reformulated, or shortened
in any way by the researchers, except for standardizing capitalization: words were converted to lowercase when
uppercase was not required (e.g., unless referring to names, countries, or other proper nouns). Capitalization was
standardized across both human-written and AI-generated titles. This step was repeated for all fifty abstracts, yielding
fifty unique AI-generated titles. The human-written and ChatGPT-generated titles are presented in the Supplementary
Material.

Pairing and randomization of titles
Each abstract was thus associated with two titles: one written by the original human authors and the other generated by
ChatGPT-4.0. For evaluation purposes, the two titles were assigned randomized positions as either “Title A” or “Title B”
using a computer-generated random allocation procedure. This random order was intended to prevent raters from
identifying which title had been written by a human and which by an AI, thereby minimizing bias during the evaluation
process.

Questionnaire development and rating criteria
A structured evaluation questionnaire was developed to assess rater perceptions of the two titles accompanying each
abstract. The survey presented all fifty abstracts, each introduced by two titles in randomized order (Title A and Title B),
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followed by the abstract itself. Each rater was asked to assess each title separately on two dimensions: first, how well the
title represented the content of the abstract, and second, howmuch the title made themwant to read the abstract or the full
article.

These two dimensions (i.e., perceived alignment with the abstract content and appeal) were each rated using an ordinal
scale ranging from 0 to 10. On this scale, a rating of 0 indicated an extremely negative judgment (e.g., not accurate or not
appealing at all), a rating of 5 reflected a neutral or moderate assessment, and a rating of 10 indicated a highly positive
evaluation (e.g., perfectly accurate or extremely appealing). Perceived alignment reflects howwell the title was judged to
match the content of the abstract, rather than verification of the factual or methodological correctness of the study itself.

After rating both titles on these two aspects, the raters were also asked to indicate which of the two titles they preferred
overall, choosing either “Title A” or “Title B” for each abstract. The questionnaire and rating form are available in the
Supplementary Material.

Rater recruitment and blinding
Twenty-one raters participated in the evaluation phase of the study. All were researchers who had authored at least one
peer-reviewed academic publication. Eleven of these raters were recruited and contacted by one co-author (BN), and the
remaining ten by another (PS), to ensure balanced recruitment. All participants provided informed consent in written
electronic form (email agreement and completion of the questionnaire).

To avoid bias and maintain ecological validity, raters were not informed that one of the two titles had been generated by
AI. They were simply told that the study aimed to examine how different formulations of article titles affect readers’
perceptions. No specific mention was made of ChatGPT or AI-based generation to preserve the authenticity of the
evaluations.

Data collection timeline
The process of generating AI-based titles was completed in May 2025. The rating process, during which the twenty-one
recruited raters completed the questionnaire, was conducted throughout June 2025. All ratings were submitted elec-
tronically and compiled in a central database for further statistical analysis.

Ethics and consent
This study did not require ethics committee approval under Swiss law, as no personal health data were collected (Human
Research Act, HRA, art.2). All participants were adult researchers, informed about the study’s purpose (evaluating
perceptions of different title formulations), voluntary participation, and anonymized handling of responses. To minimize
bias, they were not told that one of the titles was AI-generated. Written informed consent was obtained via email
agreement and completion of the questionnaire.

Statistical analysis
For each title, we calculated the mean (standard deviation, SD) and median (interquartile range, IQR) of rater scores for
perceived alignment and appeal. To compare ratings between human-written and AI-generated titles, we used the
Wilcoxon signed-rank test for paired data, as the ratings were ordinal and not normally distributed. For title preferences,
we calculated the proportion of times each title was selected. Differences in preference proportions were tested using
McNemar’s test, which is appropriate for paired categorical data.

In addition to these non-parametric tests, we conducted multilevel regression analyses to quantify effect sizes. Mixed-
effects ordinal logistic regressionmodels with random intercepts for both rater and article were used to compare perceived
alignment and appeal ratings, yielding odds ratios (ORs). A mixed-effects logistic regression model with a random
intercept for rater was used to assess the odds of preferring an AI-generated title over a human-written one.

To assess inter-rater agreement, we computed twomeasures separately forAI-generated and human-written titles: percent
agreement and Gwet’s agreement coefficient (AC), using quadratic weights to account for the ordinal nature of the 0–10
rating scale.32–34 Agreement levels were computed across the 21 raters and stratified by rating dimension (perceived
alignment and appeal). The weighted analysis assigns partial credit for near agreement, making it more appropriate for
ordinal data. We interpreted Gwet’s AC using the classification proposed by Landis and Koch (1977): values <0.00
indicate poor agreement, 0.00–0.20 slight, 0.21–0.40 fair, 0.41–0.60 moderate, 0.61–0.80 substantial, and 0.81–1.00
almost perfect agreement.35
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We did not perform subgroup analyses based on rater characteristics, as the limited number of raters (N = 21) would not
have allowed for statistically meaningful comparisons. All analyses were conducted using Stata version 15.1 (StataCorp,
College Station, TX, USA). A two-sided p-value < 0.05 was considered statistically significant.

Results
Rater characteristics
The main characteristics of the 21 raters who participated in the study are presented in Table 1. Twelve were women and
nine were men. Twelve were under 40 years of age, eight were between 40 and 60 years, and one was over 60 years old.
The raters were primarily from China (n = 11) and Switzerland (n = 8), with one rater each from the United States and
France. They had diverse academic and professional backgrounds. Among them, five specialized in library and
information science, and seven in general internal medicine.

Perceived accuracy and appeal ratings
For consistencywith the original rating instrument, the term “perceived accuracy” is retained in this section. In the context
of this study, this term refers to raters’ perceived alignment between the title and the abstract content, rather than
verification of factual or methodological correctness.

Table 2 presents the median, IQR, and minimum–maximum values of rater scores for perceived accuracy and appeal,
stratified by title type (AI-generated vs. human-written) and by individual rater. Figures 1 and 2 display these
distributions using boxplots, one per rater, for perceived accuracy and appeal, respectively. Overall, AI-generated titles
received more favorable ratings. For perceived accuracy, 18 raters rated AI-generated titles higher than human-written
titles, three gave equal ratings, and none rated AI-generated titles lower. For appeal, 12 raters rated AI-generated titles
higher, five gave equal ratings, and four preferred human-written titles.

Table 1. Characteristics of the 21 raters who evaluated 50 scientific titles from 10 high-impact general
internal medicine journals.

Rater
ID

Initials Gender Age
group

Work city Work
country

Discipline

1 Y.W. Male <40 Qingdao China General internal medicine

2 YC.B Female <40 Suzhou China Bioinformatics

3 MJ.G. Female 40-60 Hangzhou China Library and information science

4 B.Z. Female 40-60 Hangzhou China Arts

5 RD.J. Male 40-60 Hangzhou China International Chinese education

6 BF.S. Female <40 Hangzhou China Library and information science

7 CQ.W. Female <40 Hangzhou China Political economics

8 HS.X. Female <40 Guangzhou China Psychiatry

9 Y.L. Male <40 Guangzhou China Psychiatry

10 Y.W. Female <40 Guangzhou China Psychiatry

11 B.N. Female <40 Hangzhou China Library and information science

12 S.DL. Male 40-60 Geneva Switzerland General internal medicine

13 B.T. Male 40-60 Lyon France General internal medicine

14 A.M. Male <40 Geneva Switzerland Library and information science

15 M.B. Male 40-60 Geneva Switzerland General internal medicine and
angiology

16 N.P. Male 40-60 Geneva Switzerland General internal medicine

17 C.K. Male >60 Geneva Switzerland Anaesthesia

18 N.W. Female <40 Zurich Switzerland General internal medicine and
cardiology

19 L.M. Female <40 Geneva Switzerland General internal medicine

20 E.D. Female 40-60 Geneva Switzerland Public health

21 T.W. Female <40 Emporia USA Library and information science
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Table 2. Summary of rater scores (median, IQR,min,max) for perceived accuracy and appeal by title type and
rater ID, based on 50 scientific titles from 10 general internal medicine journals.

Rater ID Title type Dimension Median P251 P751 Min Max

1 AI accuracy 9 8 9 6 10

1 AI appeal 8 7 9 6 10

1 Human accuracy 7 6 8 1 10

1 Human appeal 7 7 8 5 10

2 AI accuracy 9 8 10 5 10

2 AI appeal 9 7 9 5 10

2 Human accuracy 8 7 9 2 10

2 Human appeal 8 7 9 4 10

3 AI accuracy 9 9 10 5 10

3 AI appeal 8 7 9 6 10

3 Human accuracy 7 6 8 3 10

3 Human appeal 8 6 9 3 10

4 AI accuracy 10 10 10 7 10

4 AI appeal 10 9 10 7 10

4 Human accuracy 8 7 10 4 10

4 Human appeal 8 7 9 3 10

5 AI accuracy 10 10 10 5 10

5 AI appeal 10 10 10 5 10

5 Human accuracy 5 5 9 5 10

5 Human appeal 5 5 10 5 10

6 AI accuracy 10 10 10 8 10

6 AI appeal 10 8 10 6 10

6 Human accuracy 8 7 10 3 10

6 Human appeal 8 7 9 5 10

7 AI accuracy 7 6 8 3 9

7 AI appeal 6 5 6 3 8

7 Human accuracy 7 7 8 3 10

7 Human appeal 6 5 7 3 9

8 AI accuracy 6 4 6 2 9

8 AI appeal 5 3 6 1 9

8 Human accuracy 5 5 6 2 9

8 Human appeal 5 4 6 1 8

9 AI accuracy 7 6 7 4 9

9 AI appeal 4 3 5 2 8

9 Human accuracy 6 5 7 3 9

9 Human appeal 5 4 6 2 8

10 AI accuracy 7 6 8 3 9

10 AI appeal 5 4 7 3 8

10 Human accuracy 6 5 7 3 9

10 Human appeal 6 5 7 3 9

11 AI accuracy 9 8 9 6 10

11 AI appeal 8 7 9 6 9
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Table 2. Continued

Rater ID Title type Dimension Median P251 P751 Min Max

11 Human accuracy 7 7 8 6 10

11 Human appeal 8 7 8 6 9

12 AI accuracy 8 8 9 5 9

12 AI appeal 7 6 8 2 10

12 Human accuracy 7 6 8 4 9

12 Human appeal 6 5 7 2 10

13 AI accuracy 7 5 8 4 9

13 AI appeal 7 6 8 4 8

13 Human accuracy 6 5 6 3 8

13 Human appeal 6 5 7 3 9

14 AI accuracy 6 5 7 2 8

14 AI appeal 5 4 6 1 8

14 Human accuracy 5 4 6 2 8

14 Human appeal 6 5 8 2 8

15 AI accuracy 8 6 9 2 10

15 AI appeal 7 5 8 3 10

15 Human accuracy 6 4 8 2 10

15 Human appeal 5 5 7 2 9

16 AI accuracy 7 7 8 5 8

16 AI appeal 7 6 8 5 8

16 Human accuracy 6 5 7 3 8

16 Human appeal 7 5 7 4 8

17 AI accuracy 7 5 8 3 10

17 AI appeal 6 5 8 3 10

17 Human accuracy 5 5 7 1 9

17 Human appeal 5 4 7 1 9

18 AI accuracy 8 7 9 5 10

18 AI appeal 8 6 9 3 10

18 Human accuracy 8 6 9 4 10

18 Human appeal 7 5 8 4 10

19 AI accuracy 9 8 10 6 10

19 AI appeal 8 6 9 4 10

19 Human accuracy 8 7 9 5 10

19 Human appeal 7 6 8 4 10

20 AI accuracy 8 6 8 5 10

20 AI appeal 7 6 8 4 8

20 Human accuracy 6 4 7 3 9

20 Human appeal 8 7 8 3 8

21 AI accuracy 10 10 10 7 10

21 AI appeal 10 9 10 7 10

21 Human accuracy 10 8 10 5 10

21 Human appeal 9 8 10 5 10

1P25: 25th percentile. P75: 75th percentile. Each rater evaluated both AI-generated and human-written titles for perceived accuracy and
appeal. Ratings range from 0 to 10.
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As summarized in Table 3 and visualized in Figure 3, AI-generated titles received significantly higher scores. For
perceived accuracy, the mean score was 7.9 for AI-generated titles compared to 6.7 for human-written titles, with a
median of 8 versus 7 (p-value < 0.001). For appeal, the mean score was 7.1 for AI-generated titles versus 6.7 for human-
written titles, with a median of 7 for both (p-value < 0.001). In multilevel models, AI-generated titles had higher odds of

Figure 2. Boxplots showingappeal ratings forAI-generatedandhuman-written titles for eachof the21 raters,
based on 50 scientific titles from 10 high-impact general internal medicine journals.

Figure 1. Boxplots showing perceived accuracy ratings for AI-generated and human-written titles for each of
the 21 raters, based on 50 scientific titles from 10 high-impact general internal medicine journals.
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receiving higher ratings for perceived accuracy (OR 4.4, 95% CI 3.7–5.2; p-value < 0.001) and appeal (OR 1.7, 95% CI
1.5–2.0; p-value < 0.001) than human-written titles.

Title preferences
Overall preferences also favored AI-generated titles. As shown in Figure 4, 16 out of 21 raters preferred AI-generated
titles, while five preferred human-written ones. Among the 1,049 pairwise preference judgments (out of a possible 1,050;
one missing value), 61.8% favored the AI-generated title and 38.2% favored the human-written title (p-value < 0.001;

Figure 3. Boxplots showing perceived accuracy and appeal ratings for AI-generated and human-written titles
by 21 raters, based on 50 scientific titles from 10 high-impact general internal medicine journals.

Figure 4. Proportion of AI-generated title preferences for each of the 21 raters, based on 50 scientific titles
from 10 high-impact general internal medicine journals.
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Table 3). The odds of preferring an AI-generated title were 1.7 times higher than those of preferring a human-written title
(p-value = 0.001).

Inter-rater agreement
Table 4 presents inter-rater agreement measures by title type. Percent agreement ranged from 88.9% to 92.5%, while
Gwet’s ACs, calculated using quadratic weights for ordinal scales, ranged from 0.54 to 0.70. These values indicate
moderate to substantial agreement according to the benchmark scale proposed by Landis and Koch (1977),35 suggesting
consistent tendencies across raters while also highlighting that judgments of title quality remain partly subjective.

Discussion
Summary of key findings
This study evaluated how 21 raters assessed the perceived alignment between title and abstract, appeal, and overall
preference of 50 scientific titles, comparing AI-generated and human-written versions. AI-generated titles received
significantly higher ratings for both perceived alignment and appeal, with most raters favoring them over human-written
alternatives. In total, 61.8%of preference judgmentswere in favor ofAI-generated titles, and inter-rater agreement ranged
from moderate to substantial.

Comparison with literature
Our findings are consistent with a growing body of literature suggesting that LLMs such as GPT-4.0 can generate high-
quality scientific text that is often indistinguishable from human-written content.20,36–42 Our results go beyond prior work
by focusing specifically on titles, a concise yet crucial form of scientific communication. Unlike abstracts or full texts,
titlesmust strike a balance between informativeness, clarity, and appeal in a highly constrained format.While some recent
studies have explored AI-generated titles, they have either emphasized stylistic aspects such as humor and novelty in
technical fields or evaluated output using only automated similarity metrics, without considering how human readers
perceive title quality.30,31 The fact that AI-generated titles scored higher on both perceived alignment with the abstract
content and appeal challenges assumptions that LLMs lack the nuance or domain expertise to outperform human authors
in such a delicate task. This suggests that LLMs may be particularly well suited for short-form scientific writing, where
lexical clarity and stylistic optimization matter more than in-depth reasoning.

Importantly, our study focused exclusively on articles from high-impact general internal medicine journals, where title
quality is expected to be particularly high due to rigorous editorial and peer-review processes. If AI-generated titles can
outperform those published in such venues, the gap may be even greater for titles in lower-tier journals, where writing
quality is more variable. Future research should investigate whether similar results hold across different fields,
disciplines, and levels of journal prestige.

Collectively, our study complements and extends previous research by offering a detailed, comparative analysis of AI
vs. human performance in scientific titling, a topic that has received relatively little empirical attention but has major
implications for academic publishing practices. However, our findings should be interpreted primarily within contexts
similar to those examined in our study (e.g., biomedical research evaluated by non-specialist academic readers).

Implications for practice and research
From a practical standpoint, the finding that AI-generated titles are rated more highly than human-written ones suggests
that LLMs could be reliably used to assist researchers in generating or refining article titles. Given that titles play a key
role in shaping reader perceptions, citation rates, and online discoverability, tools that enhance title quality could have a
direct impact on dissemination and academic impact. In particular, researchers with limited writing experience or for

Table 4. Inter-rater agreement on perceived accuracy and appeal ratings, by title type, based on 4,196 ordinal
ratings (scale 0–10) from 21 raters who evaluated 50 scientific titles from 10 high-impact general internal
medicine journals, using quadratic weights.

Dimension Title type Percent agreement
(95% CI)

p-value Gwet’s agreement
coefficient (95% CI)

p-value

Accuracy AI-generated 0.8965 (0.8876-0.9055) <0.001 0.6141 (0.5741-0.6541) <0.001

Accuracy Human-written 0.9254 (0.9190-0.9318) <0.001 0.7029 (0.6715-0.7343) <0.001

Appeal AI-generated 0.8890 (0.8809-0.8971) <0.001 0.5378 (0.4964-0.5793) <0.001

Appeal Human-written 0.9198 (0.9123-0.9274) <0.001 0.6845 (0.6466-0.7223) <0.001
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whom English is not a first language might benefit from LLM-based titling tools to improve clarity and reader
engagement.

The observed preferences imply that AI-generated suggestions may outperform human intuition in specific aspects of
scientific writing, such as title generation. This raises the possibility of integrating AI assistance more formally into
journal workflows, for example through automated title suggestions during the submission process or editorial review.
While this would require careful oversight, our data indicate that such tools would not compromise, and may even
enhance, perceived quality.

However, it is important to note that higher appeal or preference does not necessarily imply greater epistemic rigor. Titles
optimized for engagement may emphasize clarity or assertiveness while potentially downplaying uncertainty or
methodological nuance. Moreover, the integration of AI into scholarly communication also raises critical ethical
questions.29,43–46 These concerns echo ongoing debates about the role of LLMs in scientific authorship and the
boundaries of acceptable assistance. Our findings underline the importance of maintaining transparent authorship
practices and labeling AI contributions in scientific writing, even if such tools are only used to generate the title of the
article. Beyond ethical issues, the widespread application of AI in generating titles may lead to homogenization in
academic writing, resulting in titles that tend to fall within a narrow stylistic range and suppress the diversity, creativity,
and uniqueness of the disciplines. These considerations relate to ongoing discussions in scholarly publishing regarding
whether AI-assisted writing should be regarded as authorship, editorial assistance, or technical support, and how journals
might operationalize transparent disclosure of AI use.

From a research perspective, our study opens several avenues for further investigation. One important direction is to test
the generalizability of these findings across disciplines, languages, and types of scientific content. It is possible that
preferences for AI-generated titles vary depending on disciplinary norms or journal styles. In addition, future work could
examine how title preferences correlate with actual article impact, such as downloads, citations, or Altmetric scores, to
determine whether rater judgments align with broader readership behavior. Another key area for future research is to
understand the mechanisms behind rater preferences. For example, are AI-generated titles preferred because of greater
lexical simplicity, more direct structure, or the avoidance of technical jargon? Applying NLP tools to analyze linguistic
features could shed light onwhat drives these preferences and help refine AI title generation even further. Lastly, as LLMs
continue to evolve, longitudinal studies will be needed to assess how perceptions of AI-generated text change over time
and whether improvements in model quality lead to higher standards or greater acceptance.

Limitations
This study has several limitations that should be acknowledged. First, although the use of articles from the year 2000
ensured that original titles were free from AI influence, it also introduces a potential temporal bias. Scientific writing
conventions and stylistic preferences may have evolved over the past two decades, and what was considered an effective
title in 2000 may differ from current standards. In other words, because AI-generated titles are produced by models
trained largely on contemporary scientific language, differences may partly reflect shifts in stylistic conventions and
reader expectations over time. Second, although we recruited raters with relevant academic experience, the sample size
(N = 21) remains relatively small, and their subjective preferences may not fully represent broader readership or editorial
perspectives. Third, while the zero-shot setting of ChatGPT-4.0 reflects real-world usage by non-expert users, it may not
capture the full potential of LLMs when used with prompt optimization or human-in-the-loop refinement. Additionally,
the evaluation focused on only two dimensions (i.e., perceived accuracy and appeal) along with an overall preference
rating. Other important aspects of scientific titles, such as precision, cautiousness of claims, clarity, informativeness, tone,
and appropriateness for indexing or search engine optimization, were not explicitly assessed. In particular, titles rated as
more appealing may not necessarily reflect more rigorous or conservative scientific framing, and this potential trade-off
warrants further investigation. Lastly, the study did not include domain experts for each article’s specific topic area,
which may have influenced the ability of raters to judge how well a title reflected the article’s nuanced content.

Future research could expand upon this work by including more diverse raters, evaluating newer articles, testing various
prompting strategies, and incorporating additional dimensions of title quality. Despite these limitations, our findings
provide valuable insights into the potential of LLMs to assist in academic title generation and highlight the subjective
nature of title preferences.

Conclusion
In the context of high-impact general internal medicine journals, AI-generated scientific titles were rated more favorably
than human-written titles from the year 2000 in terms of perceived alignment with the abstract content, appeal, and overall
preference, with moderate to substantial agreement between raters. While these results reflect perceptions in this specific
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study context, they suggest that LLMs like GPT-4.0 are not only capable of producing linguistically fluent content but
may also enhance key aspects of scientific communication within similar biomedical context. As AI tools become more
integrated into the research and publishing process, there is a timely opportunity to harness their strengths while
remaining attentive to ethical considerations, disciplinary norms, and the evolving expectations of scientific readers.

Ethical approval
Since this study did not involve the collection of personal health-related data it did not require ethical review, according to
current Swiss law (Human Research Act, HRA, art.2).
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Overall Assessment 
This manuscript addresses a timely and relevant question: whether large language models (LLMs), 
specifically ChatGPT-4.0, can generate scientific titles that are perceived as more accurate, 
appealing, and preferable than human-written titles. The study is clearly written, methodologically 
transparent, and thoughtfully situated within the emerging literature on AI-assisted academic 
writing. The use of blinded human raters, articles published before the advent of generative AI, 
and multiple statistical approaches are notable strengths. 
At the same time, several aspects of the design, interpretation, and framing would benefit from 
clarification or refinement. Most of these do not undermine the core findings but would 
strengthen the rigor, scope, and interpretability of the study. With revisions, this work has strong 
potential to make a meaningful contribution to the literature on AI in scientific communication. 
 
1. Conceptualization of “Perceived Accuracy” 
Strength: 
The authors appropriately focus on reader-centered evaluation rather than automated metrics, 
which is a valuable contribution compared to prior studies. 
Suggestion: 
The construct of “perceived accuracy” would benefit from clearer conceptual framing. Because 
raters evaluated titles based only on the abstract (and were not domain experts for each topic), 
the measure appears to capture perceived alignment between title and abstract rather than factual 
or methodological accuracy of the study itself.

The authors may consider clarifying this distinction throughout the manuscript.○

Rephrasing some claims to emphasize perceived representativeness or abstract–title alignment 
would improve conceptual precision.

○

 
2. Use of Articles from the Year 2000 
Strength: 
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Selecting pre-AI articles is an elegant design choice that convincingly eliminates the possibility of 
AI-assisted human titles. 
Suggestion: 
At the same time, this introduces a potential temporal effect: writing conventions, stylistic norms, 
and reader expectations may have changed over 25 years. AI-generated titles, trained on modern 
scientific language, may naturally align better with contemporary preferences.

The authors acknowledge this as a limitation, but it may merit stronger emphasis in both 
the Discussion and Conclusion.

○

Slightly tempering general claims (e.g., “AI-generated titles can surpass human-written 
titles”) to reflect this context would enhance interpretive balance.

○

 
3. Scope and Generalizability 
Strength: 
The study design is well-controlled within a clearly defined domain (high-impact general internal 
medicine journals), which enhances internal validity. 
Suggestion: 
Some discussion sections extend the implications to scientific communication broadly, including 
lower-tier journals and other disciplines.

The authors might consider more explicitly limiting generalizations to similar contexts (e.g., 
biomedical research, non-specialist academic readers).

○

Framing broader claims as hypotheses for future research would maintain scholarly caution 
while preserving the manuscript’s relevance.

○

 
4. Interpretation of “Preference” as Title Quality 
Strength: 
Using overall preference as an outcome is intuitive and directly relevant to how readers interact 
with scientific articles. 
Suggestion: 
Preference, appeal, and perceived accuracy are inherently subjective constructs and may not fully 
capture other dimensions of title quality, such as precision, cautiousness of claims, or indexing 
suitability.

The Discussion could benefit from acknowledging that higher appeal does not always 
equate to higher epistemic rigor.

○

A brief reflection on possible trade-offs (e.g., rhetorical optimization versus conservative 
scientific framing) would enrich the interpretive depth.

○

 
5. Modeling of Ordinal Data 
Strength: 
The authors appropriately use non-parametric tests for paired comparisons and apply multilevel 
models to account for clustering by rater. 
Suggestion: 
The use of negative binomial regression for 0–10 ordinal ratings could be more fully justified, as 
these scores are not count data in the conventional sense.

Providing a short rationale for this choice, or referencing prior studies that have used 
similar approaches, would strengthen methodological transparency.

○

Alternatively, mentioning that the main conclusions were consistent across analytic 
approaches (if true) would reassure readers.

○
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6. Inter-Rater Agreement 
Strength: 
Reporting both percent agreement and Gwet’s AC with weighted coefficients is commendable and 
demonstrates careful attention to reliability. 
Suggestion: 
Given that agreement was in the moderate-to-substantial range, the manuscript might briefly 
note that judgments of title quality remain partly subjective.

Framing the findings as reflecting consistent tendencies rather than unanimous consensus 
would appropriately contextualize the results.

○

 
7. Ethics and Responsible Use of AI 
Strength: 
The manuscript commendably addresses ethical issues such as transparency, authorship, and the 
potential homogenization of scientific writing. 
Suggestion: 
This section could be modestly expanded to engage more directly with current debates in 
scholarly publishing, such as:

whether AI-assisted title generation constitutes authorship, editing, or technical assistance;○

how journals might operationalize disclosure of AI use.○

This would strengthen the practical relevance of the study. 
 
8. Literature balance: 
The Introduction provides a strong overview of recent studies on AI-assisted scientific writing, 
which effectively situates the work within the current technological discourse. To further 
strengthen the theoretical grounding, the authors may consider incorporating additional 
literature on scientific title construction, rhetorical framing, and scientometrics from information 
science and bibliometrics. Integrating these perspectives could enrich the conceptual framework 
and more firmly anchor the study in the broader scholarship on how titles function in academic 
communication.
 
Is the work clearly and accurately presented and does it cite the current literature?
Yes

Is the study design appropriate and is the work technically sound?
Yes

Are sufficient details of methods and analysis provided to allow replication by others?
Yes

If applicable, is the statistical analysis and its interpretation appropriate?
Partly

Are all the source data underlying the results available to ensure full reproducibility?
Yes

Are the conclusions drawn adequately supported by the results?
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The study addresses a timely question and uses an appropriate blinded paired-title design: 50 
abstracts from 10 high-impact general internal medicine journals (year 2000) were retitled with 
GPT-4.0, and 21 researchers rated each human vs AI title for accuracy and appeal (0–10) and chose 
an overall preference. The work is generally clear, technically sound, and supported by open 
underlying/extended data. However, two points must be fixed for scientific soundness: (1) correct 
the inconsistency in the reported rating scale (0–10 vs 1–10) and confirm the coding used in all 
analyses; and (2) reconsider modeling bounded ordinal ratings with negative binomial regression. 
An ordinal mixed-effects model (or a clearly justified alternative with sensitivity analyses) would 
better match the outcome type and should explicitly account for repeated measures across raters 
and articles. Additional improvements: specify the random article-selection procedure (sampling 
frame, method/seed) and standardize formatting (e.g., capitalization) for both title types to avoid 
confounding.
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Are all the source data underlying the results available to ensure full reproducibility?
Yes

Are the conclusions drawn adequately supported by the results?
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