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Abstract
At the end of January 2023, eLife introduced a new publishing model (alongside the old-
traditional-publishing model): all manuscripts submitted as preprints are peer-reviewed 
and published if they are deemed worthy of review by the editorial team (“editorial tri-
age”). The model abandons the gatekeeping function and retains the previous “consultative 
approach to peer review”. Even under the changed conditions, the question of the quality 
of judgements in the peer review process remains. In this study, the reviewers’ ratings of 
manuscripts submitted to eLife were examined in terms of both descriptive comparisons 
of peer review models, and the following selected quality criteria of peer review: inter-
rater agreement and interrater reliability. eLife provided us with the data on all manuscripts 
submitted in 2023 according to the new publishing model (group 3, N = 3,846), as well 
as manuscripts submitted according to the old publishing model (group 1: N = 6,592 sub-
missions from 2019; group 2: N = 364 submissions from 2023). The interrater agreement 
and interrater reliability for the criteria “significance of findings” and “strength of support” 
were similarly low, as previous empirical studies for gatekeeping journals have shown. The 
fairness of peer review is not or only slightly compromised. We used the empirical results 
of our study to recommend several improvements to the new publishing model introduced 
by eLife as for example, increasing transparency, masking author identity or increasing the 
number of expert reviewers.
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Introduction

At the end of January 2023, the editors and editorial team of eLife introduced a new pub-
lishing model that breaks with the previous traditional model. Manuscripts submitted as 
preprints can be published if they are deemed worthy of review by the editorial team of 
over 70 senior editors and more than 700 review editors (Abbott, 2023; Eisen et al., 2020, 
2022; Graham, 2022; Urban et al., 2022). In this new model, “the Reviewing Editors offer 
their scientific views on the paper, and there is an open discussion about whether to review 
the paper, using the reasoning laid out above. Editors are considering whether the work is 
of substantial interest, whether they will be able to find high-quality reviewers, and whether 
the reviews will be valuable to the scientific community” (eLife Editorial, eLife Senior, 
& eLife Early Career Advisory, 2024, p. 2). A review of these pre-selected manuscripts 
(“editorial triage”) still takes place, but the final editorial decision to publish is made on a 
“publish, then review” basis (Eisen et al., 2020, p. 1). The previous “consultative approach 
to peer review” (Schekman, 2017, p. 1) has been retained. In the new publishing model, 
authors are given advice on how to revise their manuscripts, and readers are helped to bet-
ter assess the quality of the published article. Both address the function of peer review 
to improve an article, which has been considered an important function for many years: 
“Another answer to the question of what is peer review for is that it is to improve the qual-
ity of papers published or research proposals that are funded” (Smith, 2006, p. 179). To 
this end, eLife has introduced two additional peer review criteria as rating scales: “sig-
nificance of findings” and “strength of support”. The review process at eLife ends when 
the authors have decided that a contribution should be published, and the reviews and the 
ratings are published together with the manuscript. As authors are (still) free to choose 
whether to use the old or the new publishing model, manuscripts were available for both 
publishing models in 2023 (for this study).

The decision to introduce a new publishing model was preceded by a long discussion 
at eLife, which was influenced by demands in the spirit of the current Open Science move-
ment. For example, eLife rejects the journal impact factor in line with the San Francisco 
Declaration on Research Assessment (DORA, https://​sfdora.​org) (Marder, 2014; Schek-
man, 2019).

With regard to the new publishing model, a trial was carried out in 2018 “to test the 
feasibility of an even more radical form of peer review—an approach in which the authors 
will control the decision about publication and how they respond to the comments made 
by peer reviewers” (Patterson & Schekman, 2018, p. 1). With this approach, the name of 
the journal should no longer serve as a proxy for the potential quality of the contributions. 
The journal should become the venue for critical discussion of a contribution. Review-
ers lose their gatekeeper role and the review process should encourage a constructive and 
transparent dialogue, as reviews and decisions are made public. The efficiency of research 
evaluation at journals may be increased by the new approach as manuscripts no longer have 
to be rejected and submitted to other journals (Patterson & Schekman, 2018). As all peer-
reviewed manuscripts are published by eLife, the eLife assessments have a special signifi-
cance: “During the review process, editors and reviewers discuss their reviews with each 
other and assess the significance of the findings and the strength of the evidence reported 
in the preprint. Their conclusions are captured in an ‘eLife assessment’, which is written 
with the help of a common vocabulary to ensure consistency” (https://​elife​scien​ces.​org/​
peer-​review-​proce​ss). Readers of papers published in eLife are given information about the 
quality of the research presented.

https://sfdora.org
https://elifesciences.org/peer-review-process
https://elifesciences.org/peer-review-process
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With the introduction of the new publishing model, eLife is taking a radical step 
forward, both in comparison with the previous model at eLife and in comparison with 
other prominent journals in the field of life sciences and medicine. Most journals con-
tinue to rely on the classic gatekeeping procedure. It is therefore not surprising that 
the move has not been without criticism and resistance (e.g., Abbott, 2023; Else, 2022; 
Urban et al., 2022). According to Urban et al. (2022) eLife relies on “editorial triage”: A 
small number of editors decide whether a preprint will be peer-reviewed and therefore 
accepted for publication or not. However, such decisions are particularly prone to errors 
of judgment. Urban et al. (2022) therefore call for an initial selection process that fol-
lows transparent rules and is protected against bias and unfairness. According to Abbott 
(2023), in November 2022, 47 editors wrote a letter to the (then) editor in chief, Michael 
Eisen, in which they pointed out possible losses in the quality of papers if it were no 
longer possible to reject papers in the peer-review process. “They worried about harm to 
the journal’s collaborative open-reviewing process, and that the quality of papers on the 
eLife platform would drop. With no possibility of rejection, some authors might choose 
to ignore reviewer comments or only superficially address them, they wrote—and that 
knowledge might discourage reviewers from producing detailed critiques” (Abbott, 
2023, p. 781). Authors from various countries where hiring and promotion still depend 
on the name of the journal (in which they publish) would no longer submit their manu-
scripts to eLife. Another criticism at the new publishing model concerns the filter func-
tion of journals (Abbott, 2023, p. 781). The model does not allow for transparent and 
comprehensible filtering upstream of articles, especially for readers outside the scien-
tific community. It is not clear whether an article is generally trustworthy or not.

eLife is not only open to change, but also to empirical studies and experiments that 
follow the changes. The journal has repeatedly been the subject of empirical studies, 
e.g., on the question of whether there are qualitative differences in review reports and 
decision letters before and after the pandemic for Covid-19 related articles and non-
Covid-19-related articles (Horbach, 2021). Other studies have looked at “the effects of 
an editor serving as one of the reviewers during the peer-review process” (Vaggi et al., 
2016) or the relationship between reviewers’ academic status and their use of language 
(emotional features or linguistic features) (Sun et al., 2023). A pre-registered study by 
Hardwicke et  al. (2024) was prompted by possible inconsistencies in the two review 
criteria “significance” and “strength of support”. In an online repeated measurement 
experiment, the authors found a mismatch of 20% or less between the intended ranking 
of phrases from the eLife vocabulary (e.g., landmark, fundamental, important, valuable, 
useful) and the actual ranking assigned by a sample of graduates with or without a doc-
toral degree. An alternative vocabulary presented by the authors performed significantly 
better (60% or more).

eLife itself has also commissioned empirical studies (e.g., Rodgers, 2017). Initial 
results are also available from surveys of authors, editors, and readers conducted 3 
and 6 months after the introduction of the new publishing model (2023b; Ratan et al., 
2023a). After 6  months, author surveys showed mostly positive feedback. The most 
important reason for submitting to eLife is the quality of the journal (78.57%), the sec-
ond most important reason is to try the new model (67.86%). Senior editors “mostly sup-
port the new model but have concerns about maintaining quality” (Ratan et al., 2023a). 
As the eLife assessments are published together with the peer-reviewed preprints, read-
ers’ perceptions of the assessments are of particular interest: “50% had read at least one 
and 75% of those readers said they were useful to them” (Ratan et al., 2023a).
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A brief state of the art of (open) peer review

The developments at eLife can also be seen against the background of peer review 
research, especially the development of open peer review models (Armstrong, 1997; 
Ross-Hellauer, 2017; Ross-Hellauer et  al., 2023). Open peer review, “despite being a 
major pillar of Open Science, has neither a standardized definition nor an agreed schema 
of its features and implementations” (Ross-Hellauer, 2017, p. 1). In a systematic litera-
ture review, Ross-Hellauer (2017, p. 7) identifies seven elements of open peer review, 
three of which are central: Open identities (“Authors and reviewers are aware of each 
other’s identity”), open reports (“Review reports are published alongside the relevant 
article”), and open participation (“The wider community are able to contribute to the 
review process”). Open peer review is seen as a response to key problems of classical 
peer review, such as “delay”, i.e. “unacceptable slowing down of the scientific process”,  
a “lack of transparency” and “lack of recognition for reviewers” (Walker & Rocha da 
Silva, 2015, p. 3f). Furthermore, classical peer review, in particular, is criticised for fail-
ing to fulfil quality criteria such as inter-rater reliability, predictive validity, and fairness 
(Aczel et al., 2025; Bornmann & Daniel, 2008a, 2008b, 2010a, 2010b, 2010c; Cicchetti, 
1991; Lee et al., 2013; Nicolai et al., 2015).

Waltman et al. (2023) characterize this line of research focusing on quality criteria 
of peer review as one of four schools of peer review research (“Quality & Reproduc-
ibility School”). One of the few stable findings from this school of peer review research 
is the low level of agreement between reviewers in their assessment of the same manu-
script. Bornmann et al. (2010) showed in a meta-analysis of 48 studies that the interrater 
reliability and interrater agreement of the journal peer review is low (ICC/r2 = 0.34, 
mean Cohen’s Kappa = 0.17). With regard to grants, Marsh et al., (2008, p. 162) consid-
ers interrater reliabilities of at least 0.80/0.90 to be sufficient to recognize differences 
between two proposals. Although this result may be used as an argument for abandon-
ing final publication decisions, with the introduction of review criteria the questions of 
sufficient interrater agreement, interrater reliability, validity, and fairness of the peer 
review process remain. Only if the peer review process ensures the quality of publi-
cation decisions, readers can use the criteria to assess an article in the sense of a fil-
ter function. There is less evidence yet with respect to open peer review. F1000Prime’s 
post-publication peer review, for example, shows a low level of agreement among fac-
ulty members (Bornmann, 2015).

Questions of validity can be answered by correlating with assessments in peer review 
with external quality criteria such as citations. For example, Cheng et al. (2024) inves-
tigated the influence of open peer review on citations and altmetrics in two journals: 
Nature Communications and PLoS One. Open peer review articles were no more likely 
to be cited than non-open peer review articles in the two journals, but regarding altmet-
rics, open peer review articles were more cited on average than non-open peer review 
articles. Since a citation impact measurement requires a citation window of at least 
3 years to arrive at reliable citation counts (e.g., Bornmann & Daniel, 2008a), the valid-
ity of the peer review process cannot be investigated. Only current data on the new peer 
review model is available to date.

The fairness of reviewers’ assessments can be defined by the absence of bias: “… 
reviewer bias is understood as the violation of impartiality in the evaluation of a submis-
sion. We define impartiality in peer evaluations as the ability for any reviewers to inter-
pret and apply evaluative criteria in the same way in the assessment of a submission” 
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(Lee et al., 2013, p. 4). The review process is fair if the reviewers’ ratings are free of 
bias, that is the assessments should be independent of characteristics unrelated to the 
quality of the research presented (e.g., characteristics of authors or reviewers) (Born-
mann & Daniel, 2009; Daniel, 1993; Mutz et al., 2015; Squazzoni et al., 2021).

We derived the following three research questions from the specific developments at 
eLife and the requirements of peer review processes to ensure the quality of published 
research:

1.	 Descriptive comparison of peer review model: What are the differences between the old 
and new publishing models in terms of submission characteristics?

	 In the new publishing model, two review criteria (rating scales) were introduced by 
eLife in the peer review process: “significance of findings” and “strength of sup-
port”.

2.	 Interrater reliability of peer review: How do reviewers agree in their assessments of 
manuscripts submitted under the new publishing model with respect to both review 
criteria?

3.	 Fairness of peer review: Are there any factors that influence peer review ratings that are 
part of the formal peer review process?

Data and methods

Data

In contrast to a classical empirical study, this study does not collect primary data, but rather 
re-analyzes data generated as part of a publishing and assessment process. This requires 
that the data generated are processed in such a way that allows statistical analysis. From 
eLife, datasets were available on the authors, on the submitted manuscripts, on the pre-
print server of the submitted manuscript (e.g., bioRxiv, medRxiv), on the review outcomes 
in the old and new publishing model, and on triage rejection letters. The datasets cover 
the entire process from submission to publication, distinguishing between the old and new 
publishing model. All submissions that were handled by one or more editors were included 
in this study. The different datasets were merged using the manuscript ID or author ID. A 
total of 10,802 documents were included in the statistical analysis. As many submissions 
were desk rejected, only 2969 submissions were subjected to peer review (27.5% of all 
submissions).

The focus of the data analysis in this study was on the new publishing model, which was 
introduced by eLife in 2023. To compare the old publishing model with the new model, 
the data from all manuscripts submitted in 2019 were defined as the comparison group. 
Submissions from 2019 but not later were selected as the comparison group, as irregulari-
ties due to the coronavirus pandemic were to be expected in 2020 and 2021 (e.g., publica-
tions or longer peer review). As manuscripts could still be submitted under the old publish-
ing model in 2023, we also included this cohort in the study to have a direct comparison 
between the old and new publishing models in the same year.

We considered three groups in the study: old publishing model in 2019 (group 1), old 
publishing model 2023 (group 2), and new publishing model 2023 (group 3). While the 
dataset for the 2019 publication year is complete, only 2023 submissions from January to 
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October could be considered due to the timing of data access for this study. The new pub-
lishing model started in February 2023. To ensure comparability between the three groups, 
only manuscripts submitted between February and October 2019 or 2023 were included 
in the analysis (group 1: N = 6,592 manuscripts, group 2: N = 364 manuscripts, group 3: 
N = 3,846 manuscripts). All manuscripts submitted in 2023 under the new publishing 
model for which peer review ratings were available were included in the reliability analy-
ses. That’s only just 875 out of 3,846 manuscripts that were submitted.

Variables

The validity of the data was guaranteed, as far as possible, through the use of summary 
statistics, plausibility checks, and feedback to the editorial team. With respect to missing 
values, two types of missing values can be distinguished: systematic and random missing 
values. Systematic missing values occurred, for instance, due to the lack of data for the old 
publishing model. For the random missing data, it was assumed that the missings are com-
pletely at random (MCAR), i.e., the missing process is completely random (Enders, 2025). 
There are no variables in the dataset or yet to be included that cause missing values.

Three types of information about the submissions are of interest for answering our 
research questions: first, information on the documents; secondly, information about the 
submission process. Both types of information were available on a comparable basis for all 
three groups studied. Third, information on the peer review ratings was used in the study. 
As no quantitative scales were used in the old publishing model, the ratings in quantitative 
form were only available for the new publishing model.

The following information about the documents was analyzed:

–	 Number of appeals per submission, number of words in title, document type (research 
article, short reports, tools & resources, research advances), duration of the review pro-
cess.

–	 eLife distinguishes between 18 research areas, which can be roughly divided into two 
categories “Biology & Biochemistry” and “Clinical Medicine”.

The following information was included in the study concerning the submission 
process:

–	 Submissions: reviewing editors, who are involved in the review process, and senior edi-
tors and their country of residence, final decision (rejection, acceptance).

–	 Decisions: initial rejection (“editorial triage”), final and total rejection  (i.e. the total 
number of initial and final rejections), acceptance. Unlike the new publishing model,    
manuscripts in the old model have to overcome two hurdles: the initial assessment (e.g., 
desk reject) and the final assessment.

For the reviewers’ ratings in the new publishing model (the third type of information 
considered here), internal assessments of each reviewer on 5- and 6-point rating scales 
were available for the criteria “significance of finding” and “strength of evidence” criteria. 
On both scales, an additional 0 = “prefer not to answer” was  included. According to the 
website (https://​elife​scien​ces.​org/​about/​elife-​asses​sments), “Every Reviewed Preprint pub-
lished in the journal now includes an eLife Assessment written by the editor who oversaw 
the review process and the peer reviewers. This assessment summarizes what the editor 

https://elifesciences.org/about/elife-assessments
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and reviewers thought about the article.” According to another website, “Public Reviews 
describe the article’s strengths and weaknesses, and indicate whether its claims and con-
clusions are supported by the data” (https://​elife​scien​ces.​org/​about/​peer-​review). The eLife 
Assessment, Public Reviews and names of editors and reviewers are published finally 
alongside the revised manuscript.

Statistical analyses

Interrater‑agreement and ‑reliability

To check the agreement of two or more reviewers for a submission, a distinction can be 
made between agreement and interrater reliability (Kottner & Streiner, 2011). “Agreement 
points to the question, whether diagnoses, scores or judgements are identical or similar or 
the degree to which they differ” (Kottner & Streiner, 2011, p. 701). Reliability is concerned 
with “how well submissions can be distinguished from each other, in spite of measure-
ment errors. Measurement errors are related to the variability between submissions” (de 
Vet et al., 2006, p. 1034). Both agreement and reliability coefficients fulfil different peer 
review requirements (LeBreton & Senter, 2008). If, on the one hand, one wants to know if 
reviewers always use the same category for a manuscript, the agreement coefficient (IRA) 
is the best method. If, on the other hand, manuscripts are to be categorized according to 
contributions with high or low ratings, then inter-rater reliability (IRR) is the method of 
choice. Since IRA or IRR coefficients have their specific strength and weaknesses, a set of 
coefficients is used (e.g., Vach & Gerke, 2023).

In addition to non-chance-corrected indices, Cohen’s kappa, which indicates the degree 
of chance-correct agreement between two experts, has been used as an agreement coef-
ficient (Cicchetti & Feinstein, 1990; Zhou et  al., 2021). In addition to its power to cor-
rect for chance agreement, it also has limitations. Feinstein and Cicchetti (1990) describe 
paradoxes such as the kappa might be low even though the percentage agreement is high. 
Gwet’s chance-corrected AC1 was calculated in addition to Cohen’s kappa, because AC1 
is paradox-resistant (Gwet, 2014, p. 104). Kappa can be very small despite high absolute 
agreement, especially if the frequency in a category is high. The categorizations in the two 
criteria “significance of findings” (e.g., landmark, fundamental) and “strength of evidence” 
can be ranked, which is taken into account in the weighted kappa in the form of weights 
according to the degree of disagreement. “Weights are usually assigned with diminishing 
credit, with higher values assigned for more similar pairs of experts’ ratings. This is in con-
trast to Cohen’s kappa for agreement, which only assigns credit for pairs of expert ratings 
that are identical” (Zhou et al., 2021, p. 4). For the weighted kappa the quadratic matrix 
with Cicchetti-Allison weights as entries is used. The agreement between the ratings of 
the first and second reviewers was determined in each case. As a submission was often 
rated by more than two reviewers at eLife, Fleiss kappa was also calculated in these cases 
(Zhou et al., 2021, p. 4). The singular kappa was calculated for each classification in a cat-
egory, e.g., “landmark”, to examine whether a submission was classified in that category or 
not. All possible reviewer pairs of a submission and their assessments were formed (e.g., 
reviewers 1 and 2, reviewers 1 and 3). A cross-table was then created for the permuted 
pairs to calculate the interrater agreement, with one reviewer of the pair in the row and the 
other reviewer of the pair in the column. The results of these analyses can be found in Sup-
plementary Material (Tables S1 and S2). LeBreton and Senter (2008, p. 836) formulated 
revised standards for interpreting IRA estimates in a table. According to this table an IRA 

https://elifesciences.org/about/peer-review
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of less than 0.30 indicates “lack of agreement”, an IRA between 0.31 and 0.50 indicates 
“weak agreement”, an IRA between 0.50 and 0.70 “moderate agreement”, and an IRA 
above 0.70 or above 0.90 indicates “strong agreement” or “very strong agreement”.

Intraclass correlation coefficients (ICC) have been used to determine the interrater reli-
ability of continuous scales (Liljequist et  al., 2019; Mutz et  al., 2012; Shrout & Fleiss, 
1979). The between-submission variance of the ratings 
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423). The ICC(1, 1) estimates the single-rater reliability. “The values of 0.01 might be con-
sidered a `small`   effect, a value of 0.10 might be considered a `medium` effect, and a 
value of 0.25 might be considered a `large` effect.” (LeBreton & Senter, 2008, p. 838). 
To determine the composite reliability of the mean of k raters per submission, the Spear-
man–Brown equation was applied (k*ICC(1, 1)/(1 + (k − 1)*ICC(1, 1)) (Marsh & Bazeley, 
1999, p. 13; Mutz et al., 2012, p. 3). However, the rating scales used are not continuous 
scales, but ordinally scaled variables. For this purpose, an intraclass coefficient was devel-
oped based on a mixed effects multinomial logistic regression model (Hedeker, 2003, p. 
1439; Raykov & Marcoulides, 2015). A similar model approach was recently developed by 
Visscher and Yengo (2023) in the field of peer-review research.

Software

The data analyses were performed using two software packages. The SAS/STAT soft-
ware (SAS Institute Inc., 2016) was used for descriptive statistics, interrater reliability 
and nonlinear mixed models, especially the procedures PROC FREQ/AGREE and PROC 
NLMIXED. The R software (R Core Team, 2024) was used to analyze interrater reliabili-
ties (Fleiss kappa), especially the irr, icr, irrCAC, and the psych packages (Gamer et al., 
2019; Gwet & Ph, 2019; Revelle, 2024; Staudt & L’Ecuyer, 2023).

Results

Comparison of the old and new publishing models

Even though the old and new publishing models are fundamentally different, it is useful 
to compare the two models, particularly in terms of the characteristics that have remained 
the same. Table 1 shows the summary statistics for some common characteristics of the 
two models: It distinguishes between the characteristics of the documents, the submission 
process, and the peer review process. To increase comparability, submissions from both 
models that were submitted between February and October 2019 or 2023 were included in 
the analysis. The results in the table show that the magnitude of the differences between the 
old and new publishing model is mixed.

There are no significant differences between the two models in terms of word count, the 
document type, and the subject area or field (“Biology & Biochemistry”, “Clinical medi-
cine”). The duration of the peer review process decreases on average from 39.8 days in the 
old publishing model (group 1) to 31.7 days in the new publishing model (group 3). How-
ever, the median shows an increase from 8 (group 1) to 12 days (group 3).

The results for the submission process are shown in Table 1. While the proportion of 
initial rejections (“editorial triage”) in the new publishing model is higher (75.4%) than in 
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the old publishing model with 68.9% (group 1) and 65.4% (group 2), slightly more manu-
scripts are accepted and published in the new publishing model (24.6%) than in the old 
publishing model (group 1: 18.1%, group 2: 9.9%). Since all papers that pass the triage in 
the new model are accepted and later published by eLife, it seems necessary to be more 
rigorous in the triage of the new than in the old model.

As results published by eLife itself show (Ratan et  al., 2023a), it is important to ask 
whether the introduction of the new publishing model has an effect on the distribution of 
subject areas among the submissions and the countries of origin of submissions (compared 
to the old publishing model). “In order of ranking, the highest number of submissions has 
been to the subject area Neuroscience, followed by Cell Biology, Genetics and Genomics, 
Microbiology and Infectious Diseases, and Medicine. This is similar to prior years.” (Ratan 
et al., 2023a, p. 3). The results of the subject area comparison are shown in Fig. 1: the dif-
ferences are rather small in percentage terms.

Reviewer’s ratings

Interrater agreement

One measure of the quality of a rating is the extent to which reviewers rate a submission 
equally, i.e. using the same category on a rating scale. Tables 2 and 3 provide a k × k cross-
tabulation, combining the first reviewer’s rating with the second reviewer for one of the 
two criteria. Due to space limitations, the cross-tabulation of all possible combinations 

Fig. 1   Percentage of submissions in subject areas separated by groups
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of reviewers of a manuscript (e.g., the first and third reviewer, or the second and third 
reviewer) has been omitted. In the case of perfect agreement, only the diagonal would be 
filled in. For the results in these tables, all submissions from 2023 for which reviews were 
available in the new publishing model were included (N = 875).

For the first criterion “significance of findings”, the diagonal is most frequently occu-
pied by individual categories such as “valuable” or “important"” but there are strong devi-
ations from the diagonal. For example, there are 8 submissions where the first reviewer 
gives the rating “useful”, while the second reviewer gives a significantly better rating of 
“fundamental”. The overall low level of agreement between the reviewers is reflected in 
a low observed percentage agreement coefficient of 0.32 and a single Cohen’s kappa cor-
rected for chance agreement of 0.08 (Table  4). The categories “useful”, “valuable” and 
“fundamental” still have the highest category-specific kappa coefficients of greater than or 
equal to 0.10 with a statistically significant cell χ2.

The second criterion “strength of support” shows a similarly low level of agreement. 
Again, the observed percentage agreement is very low at 0.28 and a single Cohen’s kappa 
of 0.08. For the categories “inadequate”, “incomplete”, “compelling” and “exceptional”, 
however, there is a statistically significant cell χ2 with a category-specific Cohen’s kappa 
of well over 0.10 in some cases. According to LeBreton’s evaluation criteria (LeBreton 

Table 2   Interrater agreement matrix for the first two reviewers of a manuscript regarding the reviewing 
scale “significance of findings” (N = 875 manuscripts, group 3 “new publishing model 2023”)

Notes The number of manuscripts, the cell-χ2 in brackets, and single Cohen’s kappa (in bold) are shown in 
the cells. 29 manuscripts have been excluded due to a lack of ratings from the second reviewer
*p <.05 χ2 (df = 1) = 3.84; �2

tot
 (df = 25) = 50.4 *p <.05

Reviewer 1 Frequency 
(cell-χ2)
Kappa

Reviewer 2

6-point rating scale “significance of findings”

Prefer not 
to answer

Useful Valuable Important Fundamental Landmark Col%

Prefer not to 
answer

5
(0.40)
0.02

7
(0.10)

15
(0.28)

23
(0.54)

4
(1.16)

2
(3.31)

6.6%

Useful 7
(0.05)

27
(7.76*)
0.11

34
(0.02)

35
(0.58)

8
(2.41)

2
(0.53)

13.4%

Valuable 18
(0.16)

30
(0.51)

94
(5.0*)
0.10

77
(0.86)

23
(1.47)

1
(0.97)

28.7%

Important 18
(0.61)

41
(0.38)

96
(0.07)

120
(0.43)
.04

45
(0.90)

1
(1.71)

37.9%

Fundamen-
tal

7
(0.02)

13
(0.06)

20
(3.57)

35
(0.00)

21
(6.64*)
0.10

3
(3.59)

11.7%

Landmark 2
(1.18)

1
(0.48)

1
(2.54)

8
(1.91)

2
(0.05)

0
(0.15)
− 0.01

1.7%

Row% 6.7% 14.1% 30.7% 35.2% 12.2% 1.11% 100%
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& Senter, 2008), the interrater agreement coefficients for ‘significance of findings’ and 
‘strength of support’ tend to indicate a lack of agreement (below 0.30).

While the single Cohen’s kappa only takes into account the absolute agreement in the 
diagonals, the weighted kappa also includes cells of the matrix that are not on the diagonal 
(Table 4). In the Cicchetti–Allison weighting scheme, cells that are close to the diagonal 
are given a higher weight than cells that are further away from the diagonal. However, 
the weighting only slightly increases Cohen’s kappa, for example from 0.08 to 0.12 for 
“strength of support”. Gwet’s AC1 “…represents the conditional probability that 2 raters 
agree given that all subjects susceptible to cause an agreement by pure chance have been 
removed” (Gwet, 2014, p. 68). At 0.20 and 0.17, these probabilities are slightly higher than 
the weighted kappa.

When all reviewers of a submission are included in the analyses (many submissions 
were accessed by more than two reviewers), the interrater agreement for both criteria is 
even lower than for the analyses with the first two reviewers of a submission (see Supple-
mentary Material, Tables S1, S2).

Interrater reliability

The categories used to classify a submission can be ranked or even considered to be con-
tinuous so that interrater reliability coefficients can be calculated (Table 5). A distinction 
is made between the ICC for single ratings, which indicates the reliability with respect to 
a rating of a single reviewer, and the ICC for mean ratings, which indicates the reliabil-
ity with respect to the mean of the reviewers’ ratings for a submission. On average, 2.56 
reviewers assessed a submission. In addition, the ICC was calculated for a composite indi-
cator consisting of the sum of the two criteria. As these two scales have a positive correla-
tion of 0.66 (Spearman rank correlation), a composite indicator (combining both scales) 
seems to be better able to discriminate between high and low quality submissions than the 
individual scales.

The results in Table 5 show that the ICCs for single ratings of 0.09 (continuous case) 
and 0.11 (ordinal case) for the criterion “significance of findings” and 0.18/0.18 for the 
criterion ”strength of support” are comparably low as for the weighted kappa (Table 4), 
regardless of the scale level. The ICCs for the mean ratings are significantly higher for both 
“significance of findings” (0.20/0.24) and “strength of support” (0.35/0.37). The composite 
indicator shows no improvement in the ICCs compared to the individual criteria. Accord-
ing to LeBreton’s evaluation criteria (LeBreton & Senter, 2008), the interrater reliability 

Table 5   Single and mean interrater reliability in terms of intra-class correlation (ICC) [95%  confidence 
intervals in brackets] for group 3 “new publishing model 2023” (N = 875 manuscripts)

Scale ICC for continuous ratings ICC for ordinal ratings

Single Mean (k = 2.56 rat-
ings)

Single Mean (k = 2.56 
ratings)

Significance of find-
ings

0.09 [0.04; 0.14] 0.20 [0.11; 0.30] 0.11 [0.06; 0.16] 0.24 [0.14; 0.34]

Strength of support 0.18 [0.13; 0.22] 0.35 [0.27; 0.43] 0.18 [0.13; 0.23] 0.37 [0.29; 0.45]
Composite indicator 0.15 [0.10; 0.20] 0.31 [0.23; 0.40] – –
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coefficients for ”significance of findings” and ”strength of support” indicate a medium reli-
ability (above 0.10).

The ICC for single ordinal ratings was also calculated separately by subject area for both 
criteria (Fig. 2). For the criterion “significance of findings”, the ICC coefficients are above 
0.20, especially for the areas “Biochemistry and Chemical Biology”, “Developmental Biol-
ogy”, “Ecology”, and “Medicine”. For “Neuroscience”, which includes a large number of 
manuscripts, the ICC is below average.

For the criterion “strength of evidence”, the subject areas “Evolutionary Biology”, 
“Plant Biology”, and “Structural Biology and Molecular Biophysics” in particular have an 
ICC coefficient above 0.30 (Fig. 3). Here too, the ICC for “Neuroscience” is below average 
with a large number of manuscripts.

Besides the subject area, the ICC for single ratings was also calculated separately for 
each month of submission (see Figs. 4 and 5). For the criterion “significance of findings”, 
the ICC of 0.27 deviates significantly from the average in the months July to September. 
For the criterion “strength of support”, an above-average value was found not only in the 
months July to September, but also in February.

Determinants of reviewer’s rating

In the interest of fairness, factors that are not related to the peer review process (e.g., 
scientific area) should not influence reviewers` ratings. A regression analysis approach 
was used to identify factors that influence the ratings for all submissions in 2023 for 

Fig. 2   Intraclass correlation for single ordinal ratings of “significance of findings” separated for areas for 
group 3 “new publishing model 2023”
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Fig. 3   Intraclass correlation for single ordinal ratings of strength of support” separated for subject areas

Fig. 4   Intraclass correlation for single ordinal ratings of “significance of findings” separated for each month 
of submission
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which reviews were available. The same model that was used to calculate the intraclass 
correlation for ordinal data (Table  5) was  also used for analysing fairness (multilevel 
ordinal logistic regression). The following six characteristics of the submission were 
considered: number of revisions for a manuscript, scientific fields (“neuroscience”, 
“cell biology”), number of reviews and whether the review duration is above average 
(= 1) or not. When using the Bayes information criterion (BIC) to statistically com-
pare models with and without covariates, the models with covariates is worse than the 
model without covariates for both criteria (BICsignif = 6,584.6 vs. BICsignif = 6,605.4; 
BICstrength = 7,204.9 vs. BICstrength = 7,223.4). The smaller the BIC, the better the fit 
in relative terms (Schwarz, 1978). The fairness of open peer review was not or only 
slightly compromised.

As the rating scales consist of ranked categories (e.g., “useful”, “valuable”, …), the 
threshold values (τ1, τ2, …) for the transitions between the categories are highly dif-
ferentiated for both criteria (− 2.84 to 4.72, 4.76 to 3.57). The variance of the random 
variable �2

u
 reflects the variability between the manuscripts. If it were zero, reviewers 

would on average not agree in their judgments for a manuscript. Overall, only 10% and 
7% of the variance of the random intercept (R2) of the two criteria are explained by 
the six mean-centred factors. For the first criterion “significance of findings”, “num-
ber of revisions” (β2 = − 0.20), “Cell Biology” (β4 = − 0.35) and “review duration above 
mean” (β6 = 0.21) are statistically significant. Since statistical procedure models the 
probabilities of the criteria values that are ranked lower, submissions from the field 
“Cell Biology” that have undergone an above-average number of reviews perform better 
than submissions that do not have these characteristics. However, submissions with an 
above-average review duration scored poorly. With regard to the “strength of support” 

Fig. 5   Intraclass correlation for single ordinal ratings of “strength of support” separated for each month of 
submission
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criterion, the rating drops if the review duration is above average. The consideration 
of covariates does not have a significant influence on the intraclass correlations, if one 
compares the model with covariates (Table 6) and without covariates (Table 5).

Summary and discussion

eLife’s new publishing model, which was introduced at the end of January 2023, 
breaks with the previous traditional model: all manuscripts submitted as preprints are 
reviewed and published if they are deemed worthy of review in an initial “editorial tri-
age” (Abbott, 2023; Eisen et al., 2020, 2022; Graham, 2022; Urban et al., 2022). The 
new model is “publish, then review” (Eisen et  al., 2020, p. 1). The gatekeeping func-
tion of peer review is abandoned in favor of its improving function, i.e. a “consulta-
tive approach to peer review” (King, 2017; Schekman, 2017, p. 1). The introduction 
of the new publishing model can be interpreted as a necessary improvement of peer 
review, since the results of research on journal peer review have repeatedly shown a low 

Table 6   Parameter estimates of the multilevel ordinal logistic regression model for the pair of review crite-
ria

The statistical procedure is modelling the probabilities of criteria levels having lower ordered values in the 
response profile (e.g., “prefer not to answer”, “useful”, “valuable”, “important”, …). The 95% confidence 
intervals are in brackets: SE=standard error
*p <.05 (df = 874)

Effect Param Significance of findings Strength of support

Estimate SE t-value Estimate SE t-value

Thresholds
 Category 0 τ1 − 2.84 0.17 − 16.9* − 4.76 0.23 − 20.49*
 Category 1 τ2 − 1.46 0.15 − 9.72* − 3.54 0.19 − 18.70*
 Category 2 τ3 0.03 0.14 0.22 − 1.49 0.16 − 9.13*
 Category 3 τ4 2.07 0.16 13.27* − 0.23 0.16 − 1.42
 Category 4 τ5 4.72 0.25 18.70* 1.22 0.16 7.50*
 Category 5 τ6 – – – 3.57 0.21 17.28*

Fixed effects (submissions)
 Research article β1 − 0.06 0.14 − 0.42 0.30 0.15 1.96
 No. of revisions β2 − 0.20 0.10 − 2.08* − 0.14 0.11 − 1.27
 Neuroscience (= 1) β3 − 0.04 0.10 − 0.40 0.03 0.11 0.30
 Cell biology (= 1) β4 − 0.35 0.15 − 2.28* − 0.15 0.17 − 0.91
 No. of reviews β5 0.05 0.09 0.53 − 0.05 0.10 − 0.51
 Review duration above 

mean (= 1)
β6 0.21 0.10 2.15* 0.33 0.11 3.11*

Random effects
 Random intercept �

2

u
0.37 0.11 3.38* 0.69 0.13 5.37*

 ICCsingle ICC(1) 0.10 [0.05; 0.15] 0.17 [0.12; 0.23]
 ICCaverage ICC(k) 0.22 [0.12; 0.32] 0.35 [0.27; 0.43]
 Explained variance R2 0.10 0.07
 BIC 6,605.4 7,223.4
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interrater reliability of reviewers’ ratings, as a meta-analysis by Bornmann et al. (2010) 
shows. Reasons for the lack of interrater reliability could lie in the problem of noise 
as “unwanted variability in judgments”, which Kahneman (2022, p. 24) refers to in an 
interview regarding his book “Noise: A flaw in human judgment” (Kahneman et  al., 
2021). Like journal reviewers in a journal peer review processes for single submissions, 
doctors and judges come to completely different conclusions about the same case. Given 
this evidence for expert judgement in peer review and other decision-making processes, 
the use of expert judgement for final decisions on whether or not to publish a manu-
script seems questionable.

Since the new publishing model at eLife encourages the readers (but not the review-
ers) to decide whether or not to read (use) a publication, peer review in the form of 
(public) reviewers’ ratings and comments continues to have the “signaling” function 
(e.g., Franck, 2002). This function of peer review reduces “information asymmetries 
(e.g., the editor knows how the referees’ rate an article but the readers of the paper do 
not) by highlighting extraordinary quality or relevance and … [fosters] efficient allo-
cation of researcher’s scarcest resource in the age of information—namely attention” 
(Mutz et al., 2017, p. 2139f).

The results of this study can be summarized as follows in accordance with the four 
questions in the introduction section:

1.	 Descriptive comparison of publishing models: What are the differences between the 
old and new publishing models in terms of submission characteristics? There are only 
small differences between the submissions of the two publishing models in the available 
variables, as the number of words, the document type, and the subject area (e.g., “Biol-
ogy & Biochemistry”, “Clinical Medicine”). eLife receives manuscripts from different 
subject areas with comparable frequency in the old and new publishing models.

2.	 Interrater reliability of peer review: How well do reviewers agree in their assessments 
of manuscripts submitted under the new publishing model with respect to the review 
criteria “significance of finding” and “strength of support”? The results in this study 
point to a low level of agreement. The Cohen’s kappa corrected for chance agreement is 
0.08 [0.04; 0.12] for both criteria. According to LeBreton’s criteria (LeBreton & Senter, 
2008), there is a lack of absolute agreement between the experts. The weighted kappa 
is slightly higher. The interrater reliability (ICC for single ratings), which is based on 
continuous scales, is also low at 0.09 [0.04; 0.14] for “significance of findings” and 
0.18 [0.13; 0.22] for “strength of support”. According to LeBreton’s evaluation criteria 
(LeBreton & Senter, 2008), the interrater reliability coefficients for “strength of support” 
tend to indicate a medium reliability (above 0.10). If the mean ratings of all reviewers 
of a submission are used instead of the individual reviewer ratings per submission, the 
interrater reliability increases to 0.20/0.35. However, the interrater agreement remains 
at a low level.

3.	 Fairness of peer review: Are there any factors that influence peer review ratings that are 
part of the formal peer review process? A regression analysis was used to identify factors 
that influence the peer review ratings for all submissions in 2023 for which reviews were 
available. Since the model with covariates is worse than the model without covariates, 
the fairness of peer review seems to be not or only slightly compromised. Only 10% 
and 7% of the random intercept variance (R2) for the two criteria is explained by the six 
factors.



Scientometrics	

What are the limitations of this study? Since only the data from one year was col-
lected in both the old and the new publishing models, the generalizability of the results 
is limited. The old and the new models are only comparable to a limited extent. For 
example, the old publishing model lacks quantitative judgments in the peer review pro-
cess. This study focuses only on the quantitative judgements; the qualitative judgements 
of the reviewers (their texts) have not been analyzed. This is mainly due to the fact that 
they rather contain arguments for improving the paper and less evaluations. Following 
previous studies (e.g., Prabowo & Thelwall, 2009), these arguments may be the subject 
of a sentiment analysis in the future.

Based on our empirical results, the following recommendations can be derived for the 
peer review process at eLife:

–	 Number of reviewers: The more reviewers are involved in the peer review process, the 
more reliable the assessments will be. Reviewer’s ratings might not be perfectly reliable 
and may fluctuate randomly around a “true” estimate of assessment. The reliability of 
the mean ratings increases, the more reviewers are included (Marsh & Bazeley, 1999, 
p. 13). In order to have a reliable “signaling” function of peer review, it would be worth 
considering at eLife to increase the number of reviewers per paper (e.g., at least 3–4). 
Currently, an average of 2.7 referees assess a manuscript. Even if the rating scales for 
the assessments are ordinal, the journal could calculate means (or medians) for the pub-
lished papers to provide “quality signals”.

–	 Signaling: In the new publishing model without gate keeping the eLife assessments (and 
information from the peer review process) become more important to reflect the quality 
differences between the published papers. However, Ratan et al. (2023a) found that 50% 
of readers do not use the information provided by the reviewers. We therefore recom-
mend that eLife emphasizes stronger the importance of this information to the reader. 
We also recommend in this regard the use of “signals” by the journal that are derived 
from the peer review process. Specific labels can alert readers to exceptional papers 
(Mutz et al., 2017). For example, the journal Angewandte Chemie International Edition 
highlights exceptional papers as “very important papers” (VIPs) or “hot papers”. Mutz 
et  al. (2017) examined the citation impact of communications with and without VIP 
labels. A statistical causal analysis using propensity score matching showed that papers 
with a VIP label received around 20 more citations than a comparable group of papers 
without VIP label.

–	 Editorial triage: The decision on whether or not to publish in eLife is made by a group 
of editors: in the old publishing model partly with the support of peer review, and in the 
new model completely without peer review. In the new model, the importance of edi-
torial triage has increased: it is the only step that decides about the publication fate of 
submissions at eLife, and this step may be prone to biases. In the context of Open Sci-
ence in Psychology, Sharpe (2024) speaks of an editor bias: “Editor bias is when editors 
fail to be fair and impartial in their handling of articles” (Sharpe, 2024, p. 883). As our 
results show that more manuscripts were rejected by the editors in the new publishing 
model than in the old one, questions arise about the quality of the editors’ decisions. In 
accordance with Sharpe (2024), we recommend that the triage process at eLife be made 
more transparent to the public to avoid speculation about unfairness: authors should 
know the criteria used to decide whether or not to send a manuscript for peer review. 
If eLife decides to completely abandon the gatekeeping function of peer review (i.e. 
editorial decisions after peer review), all submitted manuscripts (i.e. including those 
rejected in the triage) should be made public including the reasons why manuscripts 
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were or were not sent out for peer review. This decision for full transparency would lead 
to an open publication and peer review process to the journal which may also discour-
age the submission of manuscripts with poor quality in the future. Authors of these 
manuscripts would know the risk that others would become aware of their poor quality 
research and the journal’s negative decision.

In order to prevent possible unfairness in the editorial triage two recommendations 
by Sharpe (2024, p. 883) could be considered in the decision process: “masking 
author identity” and “increasing editor diversity”. Both actions may not only increase 
the fairness of the process, they would also publicly demonstrate that elife is aware of 
possible problems with unfairness in the process and tries to tackle that.

The validity and fairness of the editorial triage and the expert ratings as well as the 
usefulness and quality of the reviewers’ text contributions were not analyzed in this 
study. Questions of validity can be answered by correlating editorial decisions and 
expert ratings with external quality criteria such as citations. As this requires a citation 
window of at least 3 years to arrive at reliable citation counts, the validity of the peer 
review process could not be analyzed in this study. It would also be very helpful for the 
analysis of bias and unfairness of the editorial triage und the expert ratings if citation 
data were available.

Research on bias distinguishes between potential and real bias. In most bias studies, 
there is only evidence that manuscripts from one social group (e.g., men) receive bet-
ter reviews and are more likely to be published than manuscripts from another social 
group (e.g., women). This is known as potential bias. In order to be able to speak of 
real bias, one would first have to examine the fate of manuscripts that were rejected but 
published elsewhere. A proxy measure of quality (e.g., citation frequencies) would then 
be determined for both groups of manuscripts. If, for example, the mean reviewer rat-
ings for two groups of manuscripts were different, but the mean citation frequencies for 
both manuscript groups were not different, there would be a real bias. The usefulness of 
reviewers` input could be checked, for example, by asking the corresponding authors in 
an online survey.

We plan to address the issues of validity, fairness as well as the usefulness and qual-
ity of the reviewers’ text contributions in follow-up studies.
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