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ABSTRACT
Background: Knowledge on Open Science Practices (OSP) has 
been promoted through responsible conduct of research train
ing and the development of open science infrastructure to 
combat Irresponsible Research Behavior (IRB). Yet, there is 
limited evidence for the efficacy of OSP in minimizing IRB.
Methods: We asked N=778 participants to fill in questionnaires 
that contain OSP and ethical reasoning vignettes, and report 
self-admission rates of IRB and personality traits.
Results: We found that against our initial prediction, even though 
OSP was negatively correlated with IRB, this correlation was very 
weak, and upon controlling for individual differences factors, OSP 
neither predicted IRB nor was this relationship moderated by ethi
cal reasoning. On the other hand, individual differences factors, 
namely dark personality triad, and conscientiousness and open
ness, contributed more to IRB than OSP knowledge.
Conclusions: Our findings suggest that OSP knowledge needs 
to be complemented by the development of ethical virtues to 
encounter IRBs more effectively.
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The candy jar in the pantry has a label that says “take one” but you saw your 
colleague take two candies. What do you do? In this example, the appropriate 
behavior is explicitly instructed by the label and can be easily observed. 
However, the reasoning behind this behavior is implicit; your colleague 
may be greedy (a less justifiable reason), or they may take the other one 
for a friend (a more justifiable reason), for example. This example illustrates 
how challenging inferring ethical reasoning is in ambiguous situations 
(Sternberg 2012). During research, researchers follow a series of observable 
steps that need to be reported in the methods section of their article. Even 
though these procedural steps are explicit, they vary extensively across labs 
and over time (Brandt et al. 2014; Klein et al. 2014). Critically, researchers 
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may fail to report some of these steps due to negligence, or altogether alter 
these procedures for their own benefits (M. Bakker, van Dijk, and Wicherts 
2012; Ioannidis 2012). The scientific community, who read the methods 
section, remains oblivious of this difference.

As a means to increase openness, transparency, and integrity in science, 
the open science movement (Banks et al. 2019; Kathawalla, Silverstein, and 
Syed 2021; Schmidt et al. 2018) has gained traction over the last decade. This 
movement has provided researchers an unprecedented amount of informa
tion on how to conduct their research accountably. Nevertheless, the pre
sence of explicit instruction, as in the candy jar example, may not be 
sufficient to prevent malicious behavior. Consider, for instance, 
a questionable research practice such as salami slicing, i.e., splitting reports 
of findings from one dataset in multiple publications. This practice might be 
justifiable if the researchers have two or more independent research ques
tions, but it might be less justifiable if the researchers do so exclusively to 
increase their academic reputation. Changing this practice requires not only 
openness, but also ethical reasoning skills.

Psychology and its neighboring disciplines have been through a “crisis of 
confidence” (Munafò et al. 2017; Nelson, Simmons, and Simonsohn 2018; Open 
Science Collaboration 2015) due to the unmasking of rampant irresponsible 
research behavior (IRB) in the past. Broadly speaking, IRB includes research 
misconduct and questionable research practices (Artino, Driessen, and Maggio 
2019). The former includes falsification, fabrication, and plagiarism and the latter 
includes a wide range of behavior, which includes hypothesizing after the results 
are known (Kerr 1998), p-hacking (Simonsohn, Nelson, and Simmons 2014), and 
gifted and honorary authorships (Khezr and Mohan 2022). Researchers admitted 
to engage in IRB to a certain extent, although the rates of committing research 
misconduct were low (Agnoli et al. 2017; Fiedler and Schwarz 2016; Gopalakrishna 
et al. 2022; John, Loewenstein, and Prelec 2012; Krishna and Peter 2018; see Banks 
et al. 2016). Nevertheless, these practices tarnished the integrity of research find
ings that have been reported in publications, with large-scale replication studies 
showing that these findings were inflated (Klein et al. 2018; Open Science 
Collaboration 2015) and one argued that most of them were downright false 
(Ioannidis 2005).

As a movement to increase research accountability (Schmidt et al. 2018), 
Open Science Practices (OSP) can be considered as an antithesis to IRB. 
Broadly speaking, OSP refer to any action that promotes integrity in research. 
This includes transparent reporting (e.g., preregistration of hypotheses), 
materials sharing, and data sharing, among others (Kathawalla, Silverstein, 
and Syed 2021). The open science movement has been promoted globally 
(Munafò et al. 2017; Nosek et al. 2018) and both infrastructures (e.g., the 
Open Science Framework; https://osf.io/) and training series (e.g., the 
Framework for Open and Reproducible Research Training; https://forrt. 
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org/) have been developed to ease the adoption of OSP in everyday research 
conduct. This development has created positive impacts, too. For instance, in 
the journal Cognition, following a mandatory open data policy, the propor
tion of data availability statements tripled from 25% to 78%, which increased 
the reusability of the data and reproducibility of the findings (Hardwicke 
et al. 2018).

However, in spite of the development and adoption of OSP, researchers 
may still commit QRP. In educational science, for instance, it has been 
estimated that researchers commit questionable research practices 10–67% 
of the time, while also committing OSP 43–78% of the time (Makel et al. 
2021). We argue that this somewhat paradoxical existence is possible because 
OSP are based on a set of ethical principles, but these principles may some
times clash with our self-interests or situational demands. Nevertheless, 
following these principles is still useful since ethical principles allow us to 
reduce ambiguity and eliminate unfavorable options when dilemmas occur 
(Resnik 2012).

Open minds: The ethical principles of OSP and their implementation

As the name implies, OSP promote the ethical virtue of openness (Laine 
2018; Vicente-Saez and Martinez-Fuentes 2018), which is linked to benefi
cence (Laine 2018) and collaboration (Vicente-Saez and Martinez-Fuentes 
2018). By ensuring that research materials and findings are transparent and 
accessible, and allowing for scrutiny, researchers ensures fairness in the 
distribution of the benefits and risks of research and could provide the best 
possible version of their work to society, from which they have benefitted 
from in form of their education and research funding.

Together, OSP can be said to reflect one’s level of adoption of transparent 
and accountable research practices that support the development of and 
collaboration in science. These are typically taught to researchers in 
Responsible Conduct of Research (RCR) training that informs researchers 
the types of bias and misconceptions that occur in data collection, analyses, 
and writing (Munafò et al. 2017).

Tied hands: Self-interests, situational demands, and IRB

Even though RCR training is mandatory for many researchers, situational 
demands and other factors may still lead them to commit IRB, which, as 
listed above, refers to research misconduct (i.e., fabrication, falsification, and 
plagiarism) and QRPs. Research misconducts typically stem from malevolent 
intent to distort research records for one’s own benefits, which is especially 
tempting for early-career researchers who experience the highest push to 
publish articles and acquire prestigious grants (Rochmyaningsih 2017; Sandy 
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and Shen 2019). These behaviors are explicitly punishable by most regula
tions (Kaiser et al. 2022; Xie, Wang, and Kong 2021). QRPs, on the other 
hand, are more subtle and may not be motivated by malevolent intention. 
QRPs include any exploit of the gray area of scientific conduct (Artino, 
Driessen, and Maggio 2019; John, Loewenstein, and Prelec 2012). This area 
is notoriously large, ranging from acts of negligence such as failing to report 
all variables of interest, to hypothesizing after looking at study results 
(HARKing (Kerr 1998) and adding/removing “outliers” to fish for statisti
cally significant results (Simmons, Nelson, and Simonsohn 2011).

Both research misconduct and QRPs negatively impact scientific develop
ment and collaboration (Bouter et al. 2016). Research misconduct can pro
duce misinformation that increases risky behavior (e.g., declining 
vaccination), damage careers of unaware collaborators, delay scientific pro
gress, and damage integrity of the scientific field when it is associated with 
news of misconduct (Stroebe, Postmes, and Spears 2012). QRPs, even though 
they are more ambivalent, may produce detrimental effects too, especially 
when they occur in combinations and in a longer time period. One promi
nent example is how a combination of publication bias (i.e., the tendency of 
journals to only publish statistically significant findings (Ioannidis et al. 2014; 
Simonsohn, Simmons, and Nelson 2015); and small sample sizes (Button 
et al. 2013) perpetuate a replication crisis: Studies with small sample sizes 
were more likely to the increase of type I error and an inflation of effect sizes 
(Button et al. 2013; Ioannidis 2008; Simonsohn, Simmons, and Nelson 2015). 
Since the published studies create an impression of large effect sizes, sub
sequent studies in the future may adopt even smaller sample sizes under the 
impression of a large effect, which in turn perpetuates the error!

Even though prevalence estimates for QRPs were larger than scientific 
misconducts (Artino, Driessen, and Maggio 2019; Bouter et al. 2016; Fiedler 
and Schwarz 2016; Gopalakrishna et al. 2022; John, Loewenstein, and Prelec 
2012; Xie, Wang, and Kong 2021), they are arguably more difficult to detect 
due to their subtlety and researchers’ proneness to underestimate their rates 
(Artino, Driessen, and Maggio 2019). Indeed, observed QRP rates were 
higher than their self-admission rates (Haven et al. 2019; John, 
Loewenstein, and Prelec 2012; Xie, Wang, and Kong 2021). A recent meta- 
analysis (Xie, Wang, and Kong 2021) estimates self-admitted prevalence rates 
of 1.9–3.3% for research misconduct and an average prevalence rate of 6.1% 
for QRPs.

Studies have attributed QRP rates to individual (e.g., personal interests, 
poor role model) and situational (e.g., “publish or perish” demand, lack of 
guidelines) factors (Kolstoe and Pugh 2023; Roje et al. 2022). Researchers 
with higher scores in the so-called dark personality triad (i.e., machiavelllian
ism, narcissism, and psychopathy (Jones and Paulhus 2014)) tend to commit 
more QRPs (Antes et al. 2007; Tijdink et al. 2016). With regard to situational 
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factors, organizational culture that puts emphasis on ends as opposed to the 
means to achieve them (Davis 2003), for instance on university rankings and 
competitiveness, tend to overlook QRPs and misconducts. Additionally, RCR 
training and experience have also been shown to be a protective factor (see 
also Hyytinen and Löfström 2017) to combat QRPs. However, researchers, 
especially early-career ones, may still find implementing RCR to be challen
ging due to their lack of experience in making decisions in ambiguous 
situations, which requires strong ethical reasoning skills.

Ethical reasoning

Ethical reasoning needs to be exercised to maintain integrity when one is 
faced with a dilemma. In the context of research conduct, specifically, one 
needs to weigh to what extent their actions reflect beneficence, justice, 
autonomy, and nonmaleficence (Beauchamp and Childress 1979). This is 
not an easy feat, however, since, in exercising reasoning, one may be tempted 
to select an action that provides the largest individual gain as opposed to one 
that promotes the cardinal values (Thoma 2014). Studies have found that 
reflective-level reasoning (e.g., questioning one’s judgment, analyzing perso
nal motivations) negatively contributed to unethical research behavior and 
vice versa (Antes et al. 2010; McCormack and Garvan 2014). At the same 
time, it was also found that individuals with “dark personality traits” such as 
narcissism adopted poor metacognitive strategies (Antes et al. 2007; Davis, 
Wester, and King 2008), indicating that ill-intentioned researchers might use 
metacognitive strategies to justify their engagement in IRBs. To complicate 
matters further, well-intentioned researchers who did not get sufficient RCR 
training or did not know how to communicate misconduct to their peers 
may incidentally commit QRPs (Hyytinen and Löfström 2017).

The current study

The aims of this study are twofold. First, to investigate whether OSP provide 
a protective factor against IRB, which includes QRP and research miscon
duct. Second, to evaluate whether different types of ethical reasoning can 
moderate the relationship between OSP and IRB. We focus on researchers in 
the field of behavioral science, where the signal-to-noise ratio is high and 
methodological consensus is low (Fanelli, Costas, and Ioannidis 2017).

A high level of OSP knowledge might not be sufficient to prevent IRB due 
to personality factors (Antes et al. 2007) and/or situational constraints (Van 
Bavel et al. 2016). When they face ethical research problems, highly knowl
edgeable individuals might fail to adopt helpful metacognitive strategies (e.g., 
recognizing circumstances, seeking help), which in turn contribute to their 
IRB engagement. Additionally, some personality factors, such as openness to 
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experience, may facilitate the adoption of helpful metacognitive strategies 
while others, such as narcissism, may become a boundary condition (Antes 
et al. 2007; Davis, Wester, and King 2008). In a large-scale study, we will 
investigate whether the interaction between OSP knowledge and metacogni
tive strategies contribute to IRB engagement, while controlling for person
ality factors. Specifically, we ask:

RQ1. What is the contribution of OSP knowledge as a protective factor to 
Irresponsible Research Behavior, upon controlling for individual differences- 
related factors?

RQ2. What is the contribution of Ethical reasoning as the moderator of the 
relationship between OSP knowledge and IRB, upon controlling for indivi
dual differences-related factors?

Methods

Participants

Data collection was initially planned to be arranged exclusively in the 
Netherlands and Indonesia. However, due to the poor participation rate 
after 1 month of data collection, we decided to recruit participants globally 
through the Prolific Academic panel service (https://www.prolific.com/). We 
set these criteria for our panel: Have a postgraduate degree in behavioral 
sciences, medicine, or engineering; Have worked/are currently working in the 
European Union countries, Southeast Asian countries, or North American 
countries. In total, 952 participants from behavioral science and its neighbor
ing disciplines where it is common to collect behavioral data from human 
participants (e.g., from psychology, education, communication, health pro
fessions education, cognitive modeling) who have at least earned a Master’s 
degree agreed to participate in our study in exchange for financial compen
sation of €9.5. Out of this number, 140 participants were excluded because 
they did not adhere to our inclusion criteria, because they responded too 
quickly (a total response time of less than 5 minutes). Out of this number, 
786 participants provided complete responses and were included for data 
analysis. Note that this number may decrease in our inferential analysis due 
to the presence of “not applicable” options in some of our questionnaires.

Participants’ gender was quite balanced (58.22% females and 41.47% 
males). Almost half of these participants (49.87%) were between 31 and 
45 years old. Most participants are UK (37.91%) and US (16.21%) nationals; 
the rest come from all over the world, although predominantly from 

6 W. WIRADHANY ET AL.

https://www.prolific.com/


Western European countries (10.22% Portugal, 4.61% Italy, 3,74% Spain). 
About two-thirds (64.88%) were currently working at a higher educational 
institution. Almost one fourth of participants (23.02%) have a PhD while 
the remaining have a master’s degree or equivalent. More than half 
(52.29%) of the participants have at least submitted a paper for publication. 
The study was approved by the Ethical Committee of Bina Nusantara 
University.

Design and materials

This study had a cross-sectional correlational design with irresponsible 
research behavior (IRB) as the outcome measure, open science practice 
(OSP) knowledge as a predictor, ethical reasoning as the moderator, and 
personality (measure using two materials: Big 5 Inventory and Short Dark 
Triad) as a covariate. The study materials were developed in English and 
translated to Indonesian through a back-translation procedure (Sousa and 
Rojjanasrirat 2011). Specifically, the first and second authors developed 
the OSP knowledge and ethical reasoning questionnaires (more details 
below) in English and translated these questionnaires, along with the 
other questionnaires below to Indonesian. Two independent researchers 
(Faculty Members of an English Literature Department) then back- 
translated these Indonesian translations to English. Finally, all authors 
compared the two independent back-translated versions of the question
naires and adjusted the items accordingly, and checked wording consis
tency. All materials and preregistration of this study are available on osf 
(osf.io/8fv4w/).

The outcome measure: Irresponsible research behavior (IRB)
Irresponsible research behavior, as mentioned above, refers to both question
able research practices and research misconduct. The frequency of IRB was 
estimated using the first section of a self-report survey that was developed by 
Artino, Driessen, and Maggio (2019). The survey consists of 43 items that 
aim to assess the level of questionable research practices and misconduct in 
four domains: data collection and storage (e.g., “Inappropriately e-mailed 
sensitive research data (e.g., data that contains personally identifiable infor
mation)”), data analysis (e.g., “Ignored a colleague’s use of flawed data”), 
study reporting (e.g., “To confirm a hypothesis, selectively deleted or chan
ged data after performing data analysis”), and collaboration and authorship 
(e.g., “Used someone else’s ideas without their permission or proper cita
tion”). Thus, these responses were coded on a Likert scale that ranged from 0 
(“never”) to 5 (“almost always”). “Not applicable” responses were coded as 
NA. This instrument has a Cronbach’s alpha of α = .94. The total score for 
each domain, as well as an overall IRB score, is calculated by summing the 
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responses, with higher scores indicating a greater frequency of irresponsible 
research behavior.

The predictor: Open science practices (OSP) knowledge
Open science practice knowledge is defined as participants’ awareness of 
transparent and accountable practices in research conceptualization (e.g., 
creating preregistrations and registered reports), data collection (e.g., obtain
ing IRB approval, creating accessible project workflow), data analysis (e.g., 
ensuring code reproducibility and data sharing), and report and publications 
(Banks et al. 2019). To estimate OSP knowledge, we developed 12 vignettes 
that illustrate steps and decisions researchers typically have to make in four 
domains of research we mentioned above (Banks et al. 2019; Kathawalla, 
Silverstein, and Syed 2021). One of the vignettes presented to participants:

Once researchers have determined their sample size, they may have the option to 
keep collecting data even after their desired number of samples has been reached. 
Among these options for helping researchers to get the best out of their sample, 
which one do you think is the most ideal practice to follow? 

For each vignette, five possible responses were provided, including one “Not 
applicable in my field” response, which was coded as NA. These response 
options reflect participants’ awareness of OSP as opposed to their self- 
admission rates of open science. We chose to adopt the former approach 
since it has been shown that self-admittance rates might be an overestimation 
(John, Loewenstein, and Prelec 2012).

Although in principle there were no correct or incorrect decisions, excluding 
the NAs, the responses were ranked from 1 = the furthest away from OSP to 4 =  
the most endorsed one by OSP. The first and second authors developed the 
responses and their ranking with wording feedback from from the last author. 
The possible answers provided to the example vignette above were:

(1) Continuing to collect more data if statistical significance has not been 
reached yet.

(2) Continuing to collect more data if one still has extra funding.
(3) Stopping data collection once the planned number of samples has been 

reached, but not disclosing this information on the paper.
(4) Stating and following a stopping rule in their article.

The option that participants choose the most frequently indicates their level 
of knowledge about OSP. For instance, if participants predominantly choose 
responses ranked as 4, it suggests a high level of knowledge about OSP, 
demonstrating a strong understanding of transparency, reproducibility, and 
ethical conduct in research.
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An independent panel of N = 5 researchers with a background in educa
tional science provide further written feedback on the vignettes and their 
responses; this feedback was redactional and no changes in response ranking 
were made. Vignettes order and their responses were randomized during 
data collection.

To ensure adequate and psychometrically sound factor structure, we 
examined the factor structure of the OSP questionnaire through exploratory 
factor analysis (EFA) using maximum likelihood factor extraction and obli
que rotation, which allowed for correlated factors (Carpenter 2018; Goretzko, 
Pham, and Bühner 2021; Howard 2016). Parallel analysis results suggested 
a three-factor model. Upon eliminating four items with factor loadings < .2 
and cross-loadings, we ended up with an 8-item questionnaire (see Appendix 
A) that has a Tucker Lewis Index of factoring reliability = 1.02 and a RMSEA  
< .001. This instrument has a Cronbach’s alpha of α = .46. Dropping any of 
the items did not improve the reliability index substantially.

The moderator: Ethical reasoning
Ethical reasoning is defined as the stage of moral reasoning according to the 
Neo-Kohlbergian perspectives (see below). To assess the type of reasoning our 
participants typically adopt during research, we initially developed eight vign
ettes that illustrate dilemmas researchers typically face in collecting and storing 
data, analyzing data, reporting results, and collaborating and assigning author
ships. The formulation of our vignettes was inspired by the ethical dilemma 
game that was developed by the Erasmus University Rotterdam (https://www. 
eur.nl/en/about-eur/policy-and-regulations/integrity/research-integrity 
/dilemma-game). Critically, to estimate the type of ethical reasoning, for each 
vignette, we provided four possible responses; one “Not relatable” response that 
was coded as NA and three responses that correspond to stages of moral 
reasoning according to the Neo-Kohlbergian perspectives (McAlpine, 
Kristjanson, and Poroch 1997; Thoma 2014). In short, these stages are:

(1) Personal interest schema/egocentric level: This level focuses on the 
gains and losses of each individual regardless of the larger social 
systems and higher-order considerations. Actors are considered ego
centric; they only seek pleasures and avoid pain. Moral dilemmas are 
considered in a very dichotomic, right/wrong view.

(2) Maintaining norm schema/conventional level: This level focuses on 
the societal rules, roles, and relationships with authorities. Actors 
conform to contextual/societal views. They may experience cognitive 
dissonance, but eventually appeal to authorities and hierarchical struc
tures when dealing with ethical dilemmas.

(3) Post-conventional schema/reflective level: This level focuses on “the greater 
good” that transcends self and societal rules. Actors are critical and 
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reflective. When experiencing cognitive dissonance, they might consider 
additional viewpoints and circumstances. They care about accountability 
and responsibility, and may challenge authorities in spite of the risks.

For each participant, we first tallied the number of times they selected the 
egocentric, conventional, or reflective option for each vignette out of 8. Thus, 
each participant would have three sums of scores that reflect their egocentric, 
conventional, and reflective reasoning levels. From this set of tallies, we 
determined their level of reasoning based on these rules: (1) If the level of 
reasoning with the largest tally is not a tie, then the participant’s level of 
reasoning is equal to that level. (2) If there are two or more levels of 
reasoning that tie, the participant’s level of reasoning is equal to the lowest 
level of reasoning in which the tie is present. For instance, a participant with 
tallies 3, 3, and 2 for their egocentric, conventional, and reflective levels, was 
accordingly categorized into “Mainly egocentric.” A participant with tallies 3, 
2, and 3 was also categorized into “Mainly egocentric.” Based on this 
categorization, we identified 78 (9.92%) participants as mainly egocentric, 
169 (21.5%) as mainly conventional, and 539 (68.57%) as mainly reflective. 
Vignette and response order was randomized during data collection.

Internal consistency for this questionnaire was calculated for each level. 
First, responses that endorse a certain level were dummy-coded to one and 
the opposite to zero. For instance, a participant who endorsed the conven
tional option of one vignette would have the scores zero, one, and zero for 
the egocentric, conventional, and reflective levels, respectively. Second, we 
calculated Cronbach’s alpha for each level, which yields an alpha of α = .27, α  
= .22, and α = .30 for the egocentric, conventional, and reflective levels, 
respectively. Dropping any of the items did not improve the reliability 
index substantially. We did not perform a factor analysis on this question
naire due to the low number of total items and the multidimension nature of 
the instrument (Carpenter 2018; Howard 2016).

The covariate: Personality
Personality was assessed using two standardized questionnaires: The short 
version of the Big Five Inventory (Rammstedt and John 2007) and the Short 
Dark Triad (Jones and Paulhus 2014). The Big Five Inventory consists of 10 
short statements that measure individual propensities on five stable personality 
traits: introversion, neuroticism, openness to experience, agreeableness, and 
conscientiousness. Responses were provided on a 5-point Likert scale that 
ranges from 1 = Disagree strongly to 5 = Agree strongly. Each trait is scored 
separately, with higher scores indicating a stronger presence of that particular 
trait. This instrument has a Cronbach’s alpha of α = .26. Dropping any of the 
items did not improve the reliability index substantially and, due to the small 
number of items in this short version of the questionnaire, dimension-level 
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reliability testing was not performed since the number of items (two) per 
dimension would be too small to get an accurate estimate (Sijtsma 2009). The 
Short Dark Triad consists of 27 statements that indicate one’s propensity on 
three socially aversive traits: machiavellianism, narcissism, and psychopathy. 
Responses were provided in a 5-point Likert scale that ranges from 1 = Disagree 
strongly to 5 = Agree strongly. Similar to Big 5, each trait is scored separately, 
with higher scores indicating a stronger presence of that particular trait. This 
instrument has a Cronbach’s alpha of α = .87.

Procedures

Participants were recruited online through the Prolific system (https://www. 
prolific.co/). All participants were provided information about our study, 
inclusion criteria, study length, anonymized participation, and their rights to 
stop and withdraw participation. At the end of the information page, they 
may indicate informed consent electronically by clicking the “Agree to 
participate!” button.

Participants first provided their responses for the open science vignette, 
questionable research practices survey, and ethical reasoning vignette, of 
which order was presented randomly. They then continued with providing 
their responses for the personality questionnaires that were presented in 
a random order, too. On average, participants completed their responses for 
this study in ~20 minutes. Upon completion, the first two authors screened for 
incomplete responses, participation lengths that were too short (< 5 minutes), or 
incomplete participation, excluded these participants, and rewarded the rest 
with their financial compensation.

Data analysis

Data analysis was conducted in R 4.2.0 (R Core team 2015). To evaluate whether 
open science awareness predicted questionable research practices and whether 
ethical reasoning moderated this relationship, we constructed linear models with 
questionable research practices as the outcome measure, the interaction between 
open science awareness and ethical reasoning as the predictor, and personality 
factors as covariates. Statistical significance was set at an alpha level of < .05. 
Summary tables were constructed using the “sjPlot” package (Lüdecke 2022). 
Factor analysis and reliability analysis were conducted using the “psych” package 
(Revelle 2024).
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Results

Descriptive analysis for each variable

Open science practices knowledge
The responses for the open science knowledge vignettes can be seen in 
Appendix A. The most open responses of our vignettes were selected 
19.59–60.69% of the time. The least open responses of our vignettes were 
selected 8.02–40.20% of the time. The proportions of most open actions 
selected were the highest in vignettes that related to sample size calculation 
(60.69%), ethical approval (38.17%), stopping rule (34.22%), transparent 
reporting (45.29%), and publication in an open-access journal (40.08%). 
Interestingly, in some vignettes the proportions of responses to the least 
and most open actions were quite identical, for instance in vignettes related 
to sampling (30.79% continue to collect data until statistical significance is 
reached vs 34.22% implement a stopping rule).

Ethical reasoning
Appendix B shows the responses for the ethical reasoning vignettes. Based on 
the mode of their most selected option, most participants adopted mainly 
reflective reasoning (71.87%), followed by mainly conventional (20.99%) and 
mainly egocentric (6.99%). Most participants chose the reflective option from 
a large number of our vignettes. Noticeable exceptions were observed in 
vignettes related to authorship, where most respondents (57.63%) chose the 
egocentric option.

Irresponsible research behavior
Appendix C shows responses from the ethical shades of gray questionnaire. 
Between 1.78–12.21% of researchers have committed IRBs at least once. 
Between .13–6.36% of researchers have committed IRBs frequently. The 
rates of misconduct were relatively low (e.g., 0–4.71% for data fabrication) 
compared to QRPs. Of the QRPs, those that were related to writing (e.g., 
1.40–23.79% improper citations; 1.65–29.39% citing without reading prop
erly), authorships (e.g., 0.89–12.21% addition of unqualified authors), data 
collection (0.25–11.32% stopping data collection when a statistical signifi
cance is reached; 2.04–11.58% collecting more data until a statistical signifi
cance is reached), and data handling (0.51–10.56% improper sensitive data 
storage) were relatively higher than the others.

Inferential analysis: Moderation analysis

To assess whether different types of ethical reasoning moderate the relationship 
between open science practice (OSP) knowledge and irresponsible research beha
vior (IRB), a moderation analysis was performed. In this analysis, IRB served as 
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the outcome variable, OSP knowledge as the predictor, ethical reasoning as the 
moderator, and personality as a covariate. Correlation analyses were conducted to 
examine the relationships between the variables, followed by hierarchical regres
sion to test the moderation effect. Specifically, this approach aimed to determine if 
ethical reasoning influences the predictive power of OSP knowledge on IRB. 
Additionally, demographic variables were analyzed to identify any systematic 
effects on the measured variables.

Correlations
Table 1 shows the correlation coefficients between our key variables. 
Conscientiousness and Openness to experience were correlated negatively with 
irresponsible research behavior, r = −.172, p < .001, and r = −.126, p < .001, 
respectively. The dark personality triad were positively associated with 
irresponsible research behavior, r = .273, p < .001, r = .192, p < .001, 
and r = .323, p < .001 for machiavellianism, narcissism, and psychopathy, 
respectively. Machiavellianism and narcissism were negatively associated with 
open science knowledge, r = −.071, p = .043, and r = −.085, p = .016, respectively. 
Finally, open science knowledge was negatively correlated with irresponsible 
research behavior, r = −.075, p = .035.

Hierarchical regression
Table 2 shows a comparison of three models: Our null model with individual 
differences as a covariate, our main effect model with open science knowl
edge as a predictor (RQ1), and our full model with open science knowl
edge × ethical reasoning interaction as predictors (RQ2). Note that an 
additional N = 5 participants did not provide an adequate number of 
responses for their ethical reasoning vignettes to get their ethical reasoning 
classified into groups.

Against our expectations, after controlling for personality factors, OSP 
knowledge no longer predicted IRB, t = −1.69, p = .092. The addition of 

Table 1. Correlations between variables of interest.
OSP mean IRB mean

OSP mean −.075*
IRB mean −.075*
Extraversion −.065 .051
Agreeableness −.006 −.065
Conscientiousness −.038 −.172***
Neuroticism .067 .029
Openness .019 −.126***
Machiavellianism −.071* .273***
Narcissism −.085* .192***
Psychopathy −.064 .323***

*p < .05; **p < .01; ***p < .001. 
OSP = Open Science Practices; 
IRB = Irresponsible Research Behavior. 
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our moderators did not improve our model further. Ethical reasoning and its 
interaction with OSP also did not predict IRB, all |t|'s < .37, all p’s > .707.

Exploratory analysis
Given that our sample was rather heterogeneous in terms of educational 
backgrounds, experience in publishing papers, and current affiliations, we 
conducted additional analyses to evaluate whether our variables of interest 
systematically varied in relation to these demographic variables. Table 3 
shows the means and standard deviations of these comparisons.

One-way ANOVAs with OSP or IRB as the outcome measure and demo
graphics (educational background, experience in publishing papers, and 
affiliations) as the fixed factor were constructed to evaluate the effects of 
demographics difference. We found that Open Science Practice (OSP) mean 
did vary across educational backgrounds, F(3,773) = 10.92, p < .001, affilia
tions, F(1,780) = 6.84, p < .009, and experience in publishing papers, F(1,781)  
= 43.9, p < .001. Participants with Ph.D. degrees, who were affiliated with 
a higher education or research institution, and who have published papers, 
respectively, had higher OSP means.

IRB mean, on the other hand, did not vary across educational backgrounds, 
experience in publishing papers, and current affiliations, all F’s < .99, all p’s > .425. 
Ethical reasoning categories also did not vary across these demographic variables, 
all χ2’s < 13.69, all p’s > .090.

Table 2. Three models comparison: null model, main effect model, and full model.
Null model Main effect model Full model

Predictors Estimates Statistic Estimates Statistic Estimates Statistic

(Intercept) .93*** 4.93 1.09*** 5.17 1.53*** 4.10
Extraversion .02 .95 .02 .87 .02 .87
Agreeableness .03 1.38 .03 1.40 .03 1.43
Neuroticism .02 1.36 .02 1.43 .03 1.59
Conscientiousness −.05** −2.68 −.06** −2.74 −.06** −2.79
Openness −.06** −3.10 −.06** −3.04 −.05** −3.07
Machiavellianism .08* 2.37 .08* 2.33 .09** 2.39
Narcissism .04 1.17 .04 1.14 .04 1.19
Psychopathy .18*** 4.56 .18*** 4.58 .17*** 4.32
Open science 

knowledge
−.05 −1.69 −.14 −1.09

Ethical reasoning - 
Mainly conventional

−.40 −1.07

Ethical reasoning - 
Mainly reflective

−.55 −1.59

Open science × Mainly conventional .05 .38
Open science × Mainly reflective .12 .90
Observations 781 781 781
F-statistic 15.61*** 14.23*** 11.99***
R2 /R2 adjusted .139/.130 .142/.132 .169/.155

*p < .05; **p < .01; ***p < .001. 
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Discussion

Researchers are trained to adopt an open mind-set from developing their 
research questions to reporting their study results. However, unfavorable 
circumstances may force their hands to commit irresponsible research beha
vior. We aimed to evaluate to what extent, controlling for individual differ
ences factors, OSP knowledge guards researchers from Irresponsible 
Research Behavior (IRB; RQ1), and whether this relationship is modulated 
by their ethical reasoning process (RQ2). To these ends, we asked ~ 800 
researchers in behavioral and medical sciences to respond to our novel 
OSP and ethical reasoning vignettes, an IRB survey, and personality 
questionnaires.

We found relatively high levels of OSP knowledge; The most open 
responses of our vignettes were selected 19.59–60.69% of the time. Similar 
to what has been reported in the literature, the rates of IRBs were relatively 
low; Between 1.78–12.21% of researchers have committed IRBs at least once. 
OSP correlated negatively with machiavellianism and narcissism, and posi
tively with neuroticism. The negative correlations with the dark triad were to 
be expected, as individuals whose scored relatively high in these traits have 
been shown to act in opposition to integrity and accountability (Antes et al. 
2007). The positive correlation with neuroticism was more surprising; one 
interpretation could be that a moderate level of neuroticism might be ben
eficial to prevent from committing malevolent practices (Uppal 2017). OSP 
correlated negatively with IRB, but the magnitude of this correlation was 
small and against our hypothesis, this relationship was not moderated by 
ethical reasoning. Individual difference factors had higher contributions than 
OSP in predicting IRB.

Table 3. Demographic variables effect.

Demographics N
Mainly 

Egocentric (%)
Mainly 

Conventional (%)
Mainly 

Reflective (%)

OSP 
Mean 
(SD)

QRP 
Mean 
(SD)

Master’s degree (1 year) 175 8.57 22.29 68.00 2.69 
(.47)

1.39 
(.42)

Master’s degree (2 year) 364 6.31 22.25 70.88 2.72 
(.47)

1.43 
(.42)

Ph.D. degree 200 8.50 16.00 75.50 2.93 
(.55)

1.36 
(.54)

Professional degree 70 0.00 22.50 77.50 2.63 
(.49)

1.39 
(.45)

Have not attempted to 
publish papers

374 6.95 20.85 71.12 2.63 
(.44)

1.40 
(.49)

Have attempted to publish 
papers

411 7.05 20.92 72.01 2.87 
(.53)

1.41 
(.46)

Non-research affiliation 204 7.35 22.55 69.60 2.68 
(.45)

1.42 
(.57)

Higher education/research 
affiliation

580 6.89 20.52 72.07 2.79 
(.51)

1.39 
(.42)
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OSP knowledge levels were quite high. This finding echoes what has been 
found by Makel et al. (2021), who showed that between 43–78% of respon
dents have engaged in at least one open science practice. Ferguson et al. 
(2023) reported a more optimistic estimation, with almost 90% of the 
scholars from top 20 universities in North America reporting to have 
engaged in at least one OSP. In detail, the rate of support for preregistration 
(27.68%) and analysis script sharing (24.94%) were lower than reported in 
Ferguson et al. (2023) (58% and 88%, respectively). Surprisingly, many of our 
respondents supported power analysis (60.69%) for determining the required 
sample size. This rate was substantially higher than what has been previously 
reported (47%; M. Bakker et al. 2016). At the same time, almost a third of our 
participants also endorsed p-hacking (30.79%), which we found quite sur
prising. While these numbers may reflect our participants’ lack of awareness 
of the negative implications of these practices, they might also indicate that 
some fields of study still find these practices to be acceptable.

With regard to IRB rates, we found the levels of serious misconduct 
(0–4.71%) to be lower than that of QRPs (1.78–12.21%; at least once). This 
general pattern is consistent with what has been previously reported (Artino, 
Driessen, and Maggio 2019; Gopalakrishna et al. 2022; John, Loewenstein, 
and Prelec 2012). Our rates are comparable with similar self-admission rates 
reported in Artino, Driessen, and Maggio (2019), which were 1.7–2.7% of 
serious misconduct and .7–16.2% QRP at least once. Studies that estimate 
observed as opposed to self-admission rates, however, reported much higher 
rates. John, Loewenstein, and Prelec (2012) found observed QRP rates 
between 3–63.4%, while Gopalakrishna et al. (2022) found 53% of researchers 
have observed QRPs at least once and observed misconduct rates of between 
4.2–4.3%.

Answering RQ1, OSP knowledge correlated negatively with IRB, which 
suggests that OSP somewhat protects against IRB. Another way to interpret 
this finding is that the OSP and IRB may exist simultaneously in 
a paradoxical manner, namely that even though researchers have knowledge 
of OSP, they still somewhat commit irresponsible research behavior 
(B. N. Bakker et al. 2021; Makel et al. 2021). This paradoxical state might 
exist because many researchers still consider some questionable practices, 
which make up for a large variance in our survey compared to misconducts, 
to be acceptable or defensible. At the same time, these researchers might be 
reevaluating their position (Makel et al. 2021) and start to accept open 
practices even though they may remain skeptical to some of these practices 
(B. N. Bakker et al. 2021). Importantly, however, the magnitude of this 
correlation was very small (r = .075), indicating a very weak effect and, 
upon controlling for individual differences factors, we found that OSP no 
longer predicted IRB. Given the correlational nature of our design, however, 
it is premature to interpret this finding as the effectiveness of disseminating 
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open science knowledge is diminished for researchers with particular per
sonality traits.

Answering RQ2, we also found the IRB-OSP relationship to not be 
moderated by ethical reasoning. Indeed, our hypothesis that individuals 
with high OSP knowledge and high adoption of egocentric reasoning might 
be particularly susceptible to IRB was not supported. One interpretation of 
this finding would be that ethical reasoning plays little to no role in OSP and 
IRB adoptions since researchers might consider this type of reasoning to be 
too complex or cumbersome; and, instead, their behavior is informed by 
more tangible cues such as how other, more senior researchers conduct their 
research and the publication pressure in their field (Mumford et al. 2009). 
Another, more technical interpretation is that we may fail to detect the 
moderation effect due to a lack of power. Indeed, the shared variance 
between IRB and OSP was very small, hence a large number of observations 
is needed to detect any effect that is related to this relationship. Our number 
of observations to detect this effect was hurt by the unbalanced ethical 
reasoning categorization (i.e., only ~ 10% of our participants were categorized 
as mainly egocentric), thus, further examination of this issue is warranted in 
future studies.

Our main analysis findings suggest that individual difference factors might 
play a more substantial role in IRB. Indeed, consistent with other studies, 
researchers who scored high in the dark personality triad (machiavellianism, 
narcissism, and psychopathy) were more likely to commit IRB (Antes et al. 
2007; Tijdink et al. 2016). Tijdink et al. (2016) found a link between machia
vellianism and IRB, although narcissism and psychopathy did not correlate 
with IRB. Antes et al. (2007) found that those who are high in narcissism also 
tend to adopt poor metacognitive strategies; they tend not to question their 
own judgments, anticipate the consequences of their behavior, and consider 
others. At the same time, we also found that traits that are in line with 
principles of ethical research, namely conscientiousness and openness to 
experience to be negatively correlated with IRB. Antes et al. (2007) also 
found that those who scored high in conscientiousness to be more likely to 
adopt helpful metacognitive reasoning strategies; they tend to recognize their 
circumstances, anticipate the consequences of their behavior, and consider 
others.

Open science knowledge, it appears from the above set of findings, might not 
be a sufficient measure against irresponsible research behavior. Even though 
researchers could gain OSP knowledge through RCR training, our empirical 
data suggests that personality traits that focus on self-interests and achievement 
of ends regardless of the means might become a substantial barrier in research
ers’ decisions to not commit irresponsible conduct. Given the relative impor
tance of individual traits, perhaps one suggestion would be to incorporate 
ethical virtues (Resnik 2012), in addition to practical principles of ethical 
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scientific conduct, in RCR training (Kalichman 2014). Ethical virtues, such as 
beneficence and harm avoidance, are less tangible than their ethical principles 
(e.g., data sharing and ethical approval request, respectively) and more difficult 
to teach. Yet, once they are formed and become a habit, they are more long- 
lasting and less susceptible to circumstantial and environmental changes effects 
(Kolstoe and Pugh 2023; Resnik 2012). This high initial investment, better 
long-term gain dyad is in line with the principle of “desirable difficulties” (de 
Bruin et al. 2023), which has been shown to be effective in promoting long-term 
retention in educational settings. Thus, in line with Resnik’s (2012) suggestion 
to integrate virtue- and principle-based approaches in RCR education, the 
development of traits that are aligned with ethical virtues, such as beneficence 
and integrity, might require long-term investment. Yet, they are likely to be an 
important complement to OSP knowledge in reducing IRB, which can be 
trained in shorter terms.

Finally, we note several shortcomings of this study. First, our responses 
were collected from a heterogeneous sample that was recruited through 
a research panel platform. Thus, our sample came from different educa
tional, vocational, and experiential backgrounds compared to other stu
dies in the field (Ferguson et al. 2023; Haven et al. 2019). Consequently, 
factors such as differences in English language proficiency, rigorousness 
of IRB evaluations, and levels of RCR training of the participants may 
obscure some of the patterns we tried to identify in this study. To our 
defense, however, this more heterogeneous sample might represent the 
population rate better (Casler, Bickel, and Hackett 2013; Douglas, Ewell, 
and Brauer 2023), and our exploratory analysis suggests very few differ
ences across groups regarding our variables of interest. Second, our 
ethical reasoning and OSP vignettes can be considered as improvements 
from self-reports (McAlpine, Kristjanson, and Poroch 1997; Paulhus and 
Vazire 2007), but their level of validity and reliability should be evaluated 
using an independent sample. We noted that some of our instruments 
had reliability indices that fell below and above the typical .7–.9 range 
that is considered to be acceptable in social science (Sijtsma 2009). This is 
true both for questionnaires that we have developed ourselves and those 
that have been used in prior studies. This might be due to the low 
number of items in some of our questionnaires. Therefore, further 
attempts to revise and develop the instruments we developed in this 
study, which could include restructuring, item revision, and further valid
ity and reliability testing, is warranted in future studies. Lastly, our model 
only explained about 2% of the variance in irresponsible research beha
vior. Thus, further explorations on factors that might influence IRB are 
encouraged.
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Conclusions

Researchers are trained to adopt an open mind-set and behavior, yet they 
may still commit irresponsible research behavior (IRB) due to situational 
challenges. We found that individual differences factors, namely dark per
sonality triad, and conscientiousness and openness, contributed more to IRB 
than open science practices (OSP) knowledge. Our findings suggest that OSP 
knowledge needs to be complemented by the development of ethical virtues 
to encounter IRBs more effectively.
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