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Abstract

Evaluations are becoming more important in science communication. But both science
communication practitioners and researchers are not sufficiently utilizing the potential of
evaluations yet. In this essay, we first define four requirements for rigorous evaluations of
science communication activities and projects. To substantiate our argument, we take stock
of the scientific literature, uncover deficiencies in current evaluation practices and identify
potential causes. We conclude with laying out how different actors in the field — including
science communication practitioners, professional associations, scientific institutions and
funding bodies as well as researchers — can contribute to advancing evaluation practices in
science communication as well as research on it.
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1 Introduction

The importance of evaluating science communication activities and projects has been
emphasized in recent years and is reflected in a growing number of publications about
evaluation practices and methods [e.g., Jensen & Gerber, 2020; Niemann, van den Bogaert &
Ziegler, 2019; Weitkamp, 2015]. This is due to several factors: on the one hand, the
professional field of science communication has expanded, diversified and professionalized
[e.g., Sörensen, Volk, Fürst, Vogler & Schäfer, 2024; Trench, 2017], partly driven by the
transformation of digital media environments which led to an increase in channels, formats
and target audiences. On the other hand, public and political pressures to demonstrate the
societal impact of science and justify research spending have increased [Hill, 2016]. This has
led to growing expectations toward scientific institutions and scientists to communicate
publicly about their research [King, Steiner, Hobson, Robinson & Clipson, 2015; Palmer &
Schibeci, 2014; Rose, Markowitz & Brossard, 2020; SFI, 2020] — and to ensure that such
communication has an impact.

Along with the question of impact, the evaluation and measurement of science
communication activities and projects is gaining importance. Systematic evaluation is
crucial to determine whether the goals of science communication are being met or not, and
to improve science communication practices. Typically, evaluations of science
communication activities evolve around questions such as: how do (which) science
communication formats change people’s perceptions, attitudes, or behaviors, if at all? What
are the long-term impacts of science communication projects? Which channels are most
effective in reaching which target audiences?

This essay critically assesses how science communication activities and practices are
typically evaluated. It is aimed at science communication practitioners who conduct
evaluations in practice but also at researchers who study the effects of science
communication. With both audiences in mind, we argue that the professional field and the
research field on science communication do not fully utilize the potential of evaluation:
practitioners evaluate too little and not robustly enough, and researchers do not take
sufficient advantage of the opportunity to conduct accompanying evaluations of science
communication practices.

2 How should science communication be evaluated?

Evaluation of science communication is broadly understood as the systematic, data-based
assessment of communication activities against predefined objectives [Raupp &
Osterheider, 2019].

This is different from research on science communication. Both evaluation and research
have in common that they use social scientific research methods and quantitative and
qualitative measures to capture the effects of science communication. But evaluation differs
from research in that it typically assesses science communication activities against
organizational or project-specific goals [Raupp, 2017; Volk, 2023; Ziegler, Hedder & Fischer,
2021]. Hence, evaluation is goal-driven, aiming to assess specific programs within
predefined target audiences, unlike most research, which is hypothesis-driven and seeks to
contribute to generalizable knowledge. It follows that evaluation requires the definition of
objectives. Typical objectives of science communication include intermediate objectives like
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increasing awareness or interest in scientific topics, improving knowledge, or creating
enthusiasm for a scientific discipline, and actual goals like maintaining or building trust in
science or influencing behavior [e.g., Besley & Dudo, 2022; Weingart & Joubert, 2019]. For
evaluations, formulations of objectives should be “SMART” [e.g., Spicer, 2017]: Specific (as
precise and concrete as possible), Measurable (empirically verifiable), Achievable
(realistically attainable), Relevant (meaningful and accepted) and Time-bound (time of goal
achievement must be specified). Second, it necessitates the definition of target audiences —
from children news media to political actors or disinterested publics [Ziegler et al., 2021].

Evaluation can serve different purposes for the practice of science communication [e.g.
Jensen & Gerber, 2020; Volk, 2023]: it can demonstrate the “success” of science
communication and thereby justify spending, contribute to a learning process and
optimization of science communication, serve as a decision-making aid for resource
allocation, or function as an early warning system to detect issues or monitor crises.
Evaluations can, and should, be an important building block for evidence-based science
communication, which is particularly important as “a substantial and thorough concern about
the quality of science communication is still lacking in many contexts and institutions”
[Pellegrini, 2021, p. 305].

Against this background, many colleagues have discussed what constitutes “good”
evaluation, both in the field of science communication and the closely related fields of
informal science learning and education. In our view, these discussions can be summarized
in four core requirements:

1. Evaluation should be holistic. Effects of science communication should be measured
and evaluated holistically [Friedman, 2008; Weitkamp, 2015]. Ideally, evaluations
should cover entire science communication projects (and not just selected activities),
comprise both short-, medium- and long-term effects (and not only immediate or
single effects), and include different evaluation objects such as the media or audiences
(and not only a single object). A holistic evaluation can be supported by the use of logic
models that systematize and visualize how a project or activity leads to a desired result
through a sequence of steps. The components of a logic model, hereafter called
“stages” [following Raupp & Osterheider, 2019; see also Macnamara & Gregory, 2018],
are typically divided into inputs, outputs, outcomes and impacts.1 Figure 1 illustrates
such a logic model, differentiating the stages, the evaluation focus and different
evaluation objects at each stage. The input stage assesses what resources (e.g. human,
financial or time resources) have been invested in a science communication project.
The output stage asks for the “activities” developed with these resources, e.g. how
many exhibitions were created, or social media posts were published, and what their
reach was in terms of, for example, website visits, social media impressions, or media
coverage. At the outcome stage, the question is whether the science communication
activities had cognitive, affective or conative effects on the target audiences, for
example whether they raised awareness, changed attitudes or behavioral intentions.
Importantly, this stage should go beyond desired effects to also measure undesired

1. In the broader literature on evaluation of communication, the term “stages” has become established and is also
used by the International Association for Measurement and Evaluation of Communication
(https://amecorg.com/barcelona-principles-3-0-translations/). In the science communication literature, the
components of a logic model are sometimes also labeled “phases” [cf. Pellegrini, 2021] or “elements” [cf.
Friedman, 2008].
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Figure 1. Stages, focus, example methods, and objects of evaluation (source: adapted from Volk
[2024] inspired by Deutsche Public Relations Gesellschaft (DPRG) and Internationaler Controller
Verein (ICV) [2011]).

and unexpected side effects and dysfunctional or negative consequences. The impact
stage, then, assesses the long-term value of science communication, for example for a
scientific institution (e.g., a university, or museum) or society at large. From an
institutional perspective, impact indicators range from student enrolment numbers
over the acquisition of new funds or donations to an improved reputation. From a
societal perspective, impact can involve various contributions to society, for example,
in the field of public health, environment, policy, the economy or practice [e.g.,
Bornmann, 2013; Jensen, Wong & Reed, 2022]. By examining science communication
effects from inputs to outputs, outcomes and impacts, evaluators can relate the
resources that were invested to what has been achieved [Raupp & Osterheider, 2019],
i.e. making cost-benefit calculations — which is key given that resources are limited
and should be invested in activities most suitable to achieve the desired goals. In
practice, such logic models should already guide the planning phase and be thought
about backwards [e.g., Taplin & Clark, 2012]: wHat is the actual impact we want to
achieve? To achieve this, what do we need to change about the opinions and attitudes
of the target audiences? Which channels and activities are suitable for this? What
resources are required for this?

2. Evaluation should use mixed methods. Holistic evaluations of science
communication projects as described above — from inputs to impacts — require the
use of different methods and their combination through triangulation [e.g., Niemann
et al., 2019; Raupp & Osterheider, 2019]. After all, the results of science
communication projects, which often combine social media posts, media relations, and
various informative or entertaining events, can typically not be captured with one
method alone. The use of multiple or mixed methods to enable holistic evaluation
along the input, output, outcome and impact stage is therefore desirable [e.g.,
Frechtling, 2015; White, 2009].2 However, it is important to note that the use of mixed
methods does not per se lead to a better evaluation; the selection of methods should
always follow the evaluation question [e.g., Funnell & Rogers, 2011] and the quality of

2. This is also part of the recommendations — the so-called Barcelona Principles 3.0 — of the International
Association for Measurement and Evaluation of Communication
(https://amecorg.com/barcelona-principles-3-0-translations/).
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the methodological design and implementation naturally remains decisive. In cases
where evaluations focus only on selected stages or only parts of science
communication activities and projects, individual methods may be sufficient, if they
enable the evaluation question to be answered.
Figure 1 outlines typical methods that can be used on each stage. While it may not be
feasible in practice to combine multiple methods at each stage, ideally at least one
method per stage should be selected, resulting in an overall mixed methods evaluation.
Importantly, the combination of methods should not be an end in itself, but should
arise from the evaluation question and be oriented towards the utility of the evaluation
for the evaluators or the scientific organization [Patton, 1997]. At the output and
outcome stage, the entire spectrum of quantitative and qualitative social science
research methods (e.g. surveys, interviews, content analysis, observations, web tracking,
the use of trace data etc.) is generally suitable for evaluation [Pellegrini, 2021]. In the
case of digital media, especially at the stages of outputs and outcomes, a variety of
external tool providers (e.g., Meltwater) can be used to collect digital metrics such as
clicks, likes, or comments [e.g., Volk & Buhmann, 2023]. In addition, informal feedback
methods often used in the field of informal science learning and education like
feedback cards or short (exit) interviews with visitors can be used [e.g., Davies & Heath,
2014; Grand & Sardo, 2017]. At the input stage, methods from the business sector such
as budget analysis, time tracking, or process analysis are also appropriate [Volk, 2023].
At the impact stage, narrative impact stories or case studies can be used to reconstruct
the long-term impact of science communication [e.g., Jensen et al., 2022]. At each
stage, different indicators can be used to measure results, including both quantitative
indicators (e.g., amount of media coverage, number of participants) and qualitative
indicators (e.g., tonality of media coverage, qualitative feedback of participants).

3. Evaluation should be conducted at multiple points in time. Ideally, evaluation
should not be limited to one-time, post-hoc measurements but occur at multiple points
in time and throughout a project [e.g., Pellegrini, 2021]. This is particularly relevant for
a robust measurement of changes in the cognitions, attitudes, emotions, or behavior of
audiences, which ideally require using pre- and post-test-designs that compare results
before and after a science communication activity [Jensen, 2019]. In scholarship on
science communication, different types and time points of evaluation are distinguished.
Most authors differentiate between formative and summative evaluation [e.g., Pellegrini,
2021], while others additionally speak of process evaluation3 (sometimes also referred
to as “monitoring”) [e.g., Macnamara & Gregory, 2018; Valente & Kwan, 2013]. The
three types can be related to the typical phases that a project or activity in the field of
science communication goes through [Volk & Buhmann, 2023] — from analysis and
planning to implementation to evaluation [e.g., Besley & Dudo, 2022], as depicted in
Figure 2. Formative, process and summative evaluation complement each other and
should ideally be combined in an evaluation design:

■ Formative evaluation takes place early in a project during the analysis and
planning phase, i.e. before implementation begins. It typically asks which

3. This understanding of “process evaluation” differs from other understandings of the term [see e.g. Friedman,
2008; Rossi, Lipsey & Freeman, 2004], which refer to the conduct of process analyses as part of a program
evaluation. As a method, process analysis can be used at the input stage (see Figure 1) to examine how efficiently
processes and collaborations are running.
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Figure 2. Formative, process, and summative evaluation (source: adapted from Volk and Buhmann
[2023]).

messages and channels would be most suitable for the target audiences. In some
cases, previous evaluation results (e.g., social media analysis) can be used or
usability tests and pretests (e.g., of campaign slogans) can be carried out.

■ Process evaluation takes place during implementation phase [Macnamara &
Gregory, 2018]. This type has gained in importance and attention with the rise of
digital communication, media and tools which enable the continuous monitoring
and almost real-time optimization of communication [Volk & Buhmann, 2023]. For
example, it asks whether the channels are really reaching the desire target
audiences during a campaign (e.g., social media analysis). Ideally, this identifies
any problems in the implementation process promptly and allows formats to be
optimized on the fly.

■ Summative evaluation takes place retrospectively, i.e. at the end of a project. It
asks what effects the activities had on the target audiences (e.g., surveys,
feedback forms), compares desired and achieved results and is therefore often
understood as a measurement of success.

4. Evaluation should be suitable to the target audience and format. Finally, a good
evaluation should fit the target audiences and formats to be evaluated [e.g. Campos,
2022; Jensen, 2014]. In science communication, there are numerous target audiences
with different characteristics, for example in terms of age (e.g. children, senior citizens),
education or scientific literacy, and attitudes towards science (e.g., science-skeptical
target groups) [e.g., Humm, Schrögel & Leßmöllmann, 2020; Schäfer, Füchslin, Metag,
Kristiansen & Rauchfleisch, 2018]. It is evident that an activity aimed at elementary
school children or migrant populations, who cannot yet read or write well or may not
own a smartphone, cannot by evaluated via online questionnaires (unless it is filled in
by teachers, parents, or translators). Borrowing from the field of informal science
learning and education, methods like drawing exercises, paper and pencil
questionnaires in simple language, or observations can be used instead [e.g., Campos,
2022]. Moreover, evaluation designs need to suit the formats — from permanent
exhibitions over one-off science slams to citizen science apps — which differ in their
degree of interactivity and the context of participation. When evaluations build on
reactive methods like self-reports or participant observations, they need to ensure not
to interrupt or distort participants’ experience or discourage their involvement due to
expected time constraints of taking part in an evaluation [Grand & Sardo, 2017]. For
instance, a highly interactive exhibit at a museum may use quick, unobtrusive and
informal feedback methods like a feedback terminal or short in-person interviews [e.g.,
Davies & Heath, 2014], while a long-term citizen science project might ask involved
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citizen scientists to make time for a longer in-depth interviews or an online survey
through an app developed for the project For entertaining formats like science slam or
performances, evaluations can also be playfully integrated into the format [e.g., Grand
& Sardo, 2017], for example, by using an applause meter or live voting. As a result, not
every audience and format can be examined with the same evaluation design or
traditional methods, but evaluations must always be adapted to their specific context
[Spicer, 2017].

3 Taking stock of evaluation practices — what does the
literature say?

But how often, and how well are evaluations in science communication actually done? What
is known about how evaluations are carried out in practice and to what extent do they meet
requirements of “good” evaluation?

Despite the growing relevance of evaluations in science communication, published empirical
research in the field’s English-language journals on the topic is scarce. Although there is a
bulk of empirical studies on the effects of science communication, these are of limited
practical relevance, as they are often not linked to specific projects and tend to be conducted
in laboratory settings rather than the field. Published evaluations of specific science
communication and informal science learning and education projects as well as research on
the evaluation practices of science communication practitioners are rare and scattered. Such
publications mostly stem from Anglophone countries (mainly the US and the UK, but also
Australia, Canada, New Zealand or South Africa) as well as German-speaking countries
(mainly Germany and Switzerland).4 Studies have examined organizational communication
from universities or science centers, specific formats such as science festivals, or specific
channels such as YouTube. As a result, their findings are often only comparable to a limited
extent.

We believe that the different studies found under the keyword of evaluation in science
communication scholarship can be categorized into three types (Table 1), when considering
the form of the evaluation, the study object, the role of researchers, and the methodological
focus.

The first type are (1) external evaluations of specific science communication activities or
projects. Here, scientists typically function as external partners of science communication
practitioners and assess whether specific formats work and what effects they have. For
example, they may use a survey to question participants of a science festival. In this type of
study, the study objects are typically participants in a science communication project, the
data are self-reports by those participants, and researchers take the role of providing
scientific support or conducting evaluations. An example for this type of study is Rose,
Korzekwa, Brossard, Scheufele and Heisler [2017], who conducted an evaluation (as noted in
the footnote) of a Wisconsin Science Festival by surveying 183 attendees.

4. This is also due to the selection of international English-language journals; since the Latin American scientific
community, for example, publishes in its own regional journals (e.g., Journal of Science Communication –
América Latina), it is quite possible that corresponding studies have been overlooked for the purpose of this
essay. Future research could conduct a systematic review of journals in different languages to address this
limitation and further develop the categorization proposed in Table 1.
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The second type are (2) scientific analyses of evaluation practices. Here, scientists ask
science communication practitioners how they evaluate what works and what effects their
activities or projects have. In this type of study, the study objects are science communication
practitioners, the data is based on their self-reports about self-evaluation practices, and the
researcher takes the role of collecting such statements by means of surveys and interviews
and analyzing the narrated evaluation practices. An example for this type is the study by
Phillips, Porticella, Constas and Bonney [2018], who conducted a survey among 99 citizen
science practitioners to analyze what learning outcomes they measure.

The third and rarest type are (3) scientific meta-analyses of evaluation reports Here,
scientists typically analyze documents written by science communication practitioners (and
occasionally communicating researchers) that show what effects their activities or projects
have. Typically, they use meta- or content analyses of documents, sometimes including
unpublished reports exclusively made available for such an analysis, for instance by funders
[e.g., Volk, 2024]. In this study type, the study objects are documents written by science
communication practitioners, the data is based on written self-reports about self-evaluation
practices, and the researcher takes the role of collecting such documents and analyzing
these statements. For example, Fu, Kannan, Shavelson, Peterson and Kurpius [2016] analyzed
36 evaluation reports from the year 2012 publicly posted on the website informalscience.org.

All three types of studies indicate how often evaluations are carried out in practice, in what
forms, and how current practices fulfill requirements of “good” evaluation:

1. Evaluations are not done often and hardly ever holistically. Although several
studies show that evaluations are widely seen as important among science
communicators [e.g., Impact Unit, 2019], they are not widely done. For example, two
surveys on the evaluation practices of science communication practitioners in
German-speaking countries in 2019 and 2023 show that 32 to 46 percent of
practitioners never or rarely evaluate, while only 36 percent often or always evaluate
[Impact Unit, 2019, 2023]. Similarly, a survey by Phillips et al. [2018] among citizen
science practitioners in the US and Canada found that only 57% or respondents had
ever conducted project evaluations.
But there are indications that — at least in universities — evaluations are done more
often nowadays than 15 years ago. Bühler, Naderer, Koch and Schuster [2007] found
that in 2007, only 28% of German universities evaluated their PR. A bit later this was
still true for less than half of German universities [Höhn, 2011]. However, a more recent
study by Sörensen et al. [2024] indicates only 10% of (in this case: Swiss) universities
do not conduct any type of evaluation at all. A second finding from the published
literature is that evaluations are almost never done holistically, i.e. along the stages of
inputs, outputs, outcomes and impact. The qualitative study by Sörensen et al. [2024]
indicates that evaluations at Swiss universities often focus on outputs like the number
of media releases or created social media posts, or on media coverage or social media
impressions achieved. Typically, evaluation focuses on short-term direct outcomes
such as social media engagement (e.g., likes or shares), while more meaningful indirect
outcomes (e.g., attitudinal changes) are rarely measured. Systematic input and impact
measurement are only carried out by few universities [Sörensen et al., 2024].
Medium-term outcomes appear to be, however, often evaluated as part of external
evaluations (see e.g., Fogg-Rogers, Bay, Burgess and Purdy [2015] and Rose et al.
[2017]). For example, Falk et al. [2016] assessed understanding of and interest in
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science and technology, using a quantitative survey of 6,089 adults across 13 countries.
Interestingly, unexpected, undesired or dysfunctional effects are hardly ever recorded,
so it is often not clear whether science communication activities had any side effects.

2. Evaluations mostly use simple methods and easily quantifiable metrics. Based
on the review of published literature, evaluations in science communication seem to
focus on a few simple methods rather than on triangulating methods. Meta-analyses of
evaluation reports, like the analysis of 36 evaluation reports in the US by Fu et al.
[2016], the analysis of 128 Swiss project reports by Volk [2024], or the analysis of 55
evaluation reports in the German-speaking region by Ziegler and Hedder [2020] paint
a similar picture: Most evaluations conducted by practitioners or communicating
researchers employ relatively simple methods like feedback methods, surveys or
interviews. These methods primarily depend on self-reported measures instead of
direct observations [for a critique of this approach see Jensen & Lister, 2017]. More
complex — and often more costly — methods such as (survey-based) experimental
designs with control groups, focus group studies or eye-tracking are rarely used
[Ziegler & Hedder, 2020; for an exception see e.g., Niemann, Bittner, Schrögel &
Hauser, 2020]. These findings are further corroborated by science and university
communicators’ self-reports, which indicate that their evaluation practices
predominantly focus on web analytics, social media and media monitoring, with less
frequent use of comparatively more expensive surveys among target groups like
employees or students [e.g., Impact Unit, 2023; Sörensen et al., 2024]. It has to be
noted that the first study type — external and scientifically supported evaluations — are
often solely based on surveys, albeit of high methodological quality. Some of, these
studies use complex measures and validated items and questionnaires for measuring
interest, knowledge, understanding or motivation through surveys [see e.g., Falk et al.,
2016; Phillips et al., 2018; Rose et al., 2017]; behavioral changes are comparatively
rarely measured and realized [e.g., Phillips et al., 2018]. Fogg-Rogers et al. [2015]
measured audience preferences for different science festival formats in New Zealand
and the impact on knowledge acquisition and engagement with on-site surveys among
661 visitors over three years. However, the use of a single method does often not allow
for a holistic evaluation of a project from inputs to impacts — for example, even
well-designed and executed surveys can often only provide information about the
outcome stage. A holistic evaluation usually necessitates a combination of methods in
order to assess whether the resources used were proportionate to the effects achieved
and whether accompanying communication activities (e.g., social media posts) were
also effective. Yet, it seems that different methods are rarely combined — and if they
are, it is often only two or three simple methods focused on the output stage, like social
media analyses and media monitoring [Sörensen et al., 2024; Volk, 2024]. For example,
Adhikari et al. [2019] evaluated the “Pint of Science” format in Thailand by combining
fairly simple self-reported surveys among 125 participants with qualitative interviews
and focus groups discussions, measuring the motivations for attendance, knowledge,
interest, participation and engagement, thus focusing on the outcome stage. Other
studies combine simple informal evaluation techniques, which may provide valuable
immediate feedback but often come with methodological limitations like low response
rates, self-selectivity and restricted insights into more meaningful outcomes. For
example, Grand and Sardo [2017] integrated short online questionnaires and
“snapshot” interviews with autonomous graffiti walls and feedback cards to evaluate
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science festivals in the UK. In a study with children in Portugal, Campos [2022]
combined photo-elicitation interviews with drawing exercises. While these examples
illustrate the integration of different methods, they also demonstrate that mixed
method designs are not of better quality per se and also come with limitations. Beyond
the frequent use of simple methods, easily measurable, quantitative metrics seem to
dominate, especially in scientific institutions — such as the number of participants or
visitors, clicks, likes or subscriptions [Bühler et al., 2007; Impact Unit, 2023; Sörensen
et al., 2024; Volk, 2024]. For example, Donhauser and Beck [2021] evaluated videos on
the Max Planck Society’s YouTube channel and assessed their success by analyzing the
number of views and subscriptions, broken down by the age distribution of viewers.
Qualitative metrics, in contrast, are rarely reported, for example participants’ qualitative
feedback [for an exception see Robinson et al., 2017].

3. Summative evaluations dominate. Regarding the timing of evaluations, published
studies suggest that most evaluations use one-time measurements after a project or
activity, making robust statements about effects difficult. Both self-reports of science
communication practitioners [Impact Unit, 2023; Sörensen et al., 2024] as well as
meta-analyses of evaluation reports [Volk, 2024; Ziegler & Hedder, 2020] show that
summative evaluations clearly dominate, with the majority of practitioners collecting
data only once at the end of a project. Fewer studies make use of process evaluations
(often related to social media), and formative evaluations hardly ever take place. More
demanding pre-post-test designs — with before and after measurements — are almost
exclusively found in external and scientifically supported evaluations. At the example of
a South African MOOC and a traveling “World Biotech Tour”, Jensen [2019], for
example, reports on the use of pre-, mid-, and post-test surveys with Likert-scales to
measure participants’ understanding, experiences and attitudes through repeated
measures over time. Rose et al. [2017] assessed the effects of attending a panel at the
“World Science Festival” in the US on perceived knowledge, risk perceptions, benefit
perceptions, and moral and ethical views using pre- and post-test surveys. In most
published studies, however, evaluations take place only once and directly after
participation, for example while exiting a museum. An exception is, for example, a
study by Pennisi and Lackey [2018] in the US that conducted a multiyear evaluation for
an annual science festival, including a follow-up survey 6 months after the festival to
track knowledge and behavior change. In many evaluations, however, it remains
unclear whether effects are stable or whether there may be time-delayed effects that
could not be measured with the design.

4. Evaluations rarely reveal who was reached and if the communication was
suitable. Strikingly, the review of published evaluation studies reveals that the reached
audiences are often not really known in science communication projects, making it
unclear who is reached. Often, only basic demographics are known about the reached
audiences, i.e. age and gender [Donhauser & Beck, 2021; Fogg-Rogers et al., 2015],
race [in the US, e.g., Boyette & Ramsey, 2019], and in some cases levels of education
and income [Adhikari et al., 2019; Boyette & Ramsey, 2019]. If projects target the
“broader population”, evaluations rarely compare the reached audience with the general
population [for exceptions see, e.g., Jensen, Jensen, Duca & Roche, 2021; Kennedy,
Jensen & Verbeke, 2018], so it is unclear how representative the reached audience is.
Since many countries regularly publish official statistics on the demographic profile of
specific regions, census data is often available as a comparative reference point and
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there is no need to collect such data during an evaluation. In a few evaluations, for
example the study by Rose et al. [2017], such data was collected — presumably in a
costly and time-consuming way — by means of a state-representative population survey
in the US in order to compare residents with attendees of a science festival. The
comparison revealed that attendees were more educated, liberal, and had higher trust
in scientists than residents, and also pointed to a strong self-selection bias of
participants. Overall, science-related attitudes are surveyed rather rarely — and when
they are, especially in external evaluations, it turns out that the target audiences
addressed and reached often already have a high level of interest in science anyway
[Volk, 2024], as demonstrated for instance for science festival attendees in the UK by
Kennedy et al. [2018]. In a study comparing science centers across 13 countries, Falk
et al. [2016] found that individuals who visited science centers self-reported
significantly higher levels of understanding, interest, curiosity and participation in
science-related activities compared to non-visitors, even after accounting for income
and education level. This naturally raises the question of what types of audiences are
not being reached, and whether some are systematically underserved [Humm et al.,
2020]. Despite existing research on disengaged audiences and its relevance for
practice, in the published studies, there is however little reflection on the question of
who was not reached or whether the evaluation was appropriate for the target
audiences, the format, and the context [e.g., Campos, 2022; Grand & Sardo, 2017].

Overall, published studies show significant shortcomings in evaluation practices around
science communication. Scholarship suggests that these deficiencies arise both from the
science communicators themselves, the organizations where evaluation takes place, and the
broader professional field: first, practitioners often lack financial resources or time for
evaluation, and partly also methodological skills and tools for measuring communication
effects [Jensen, 2014; King et al., 2015; Sörensen et al., 2024; Weitkamp, 2015; Ziegler et al.,
2021]. Second, the fact that evaluation is hardly conducted holistically, and sometimes not at
all, may also be due to a lack of demand for such studies from organizational leaders and
funding agencies [e.g., Banse, Panzer & Fischer, 2024; Sörensen et al., 2024]. Third, the
professional field lacks agreed, standardized metrics and normative pressures for evaluation
[e.g., Banse et al., 2024; Ziegler et al., 2021; see also Volk, 2024].

4 Evaluating science communication — the way forward

The published literature shows that evaluations of science communication are not (yet)
widespread, and when they are carried out, they are usually based on simple methods,
selective indicators and one-off measurements. But evaluations will presumably be
increasingly required in the future. We believe that several requirements need to be
addressed to move both evaluation practices and evaluation research forward. In our view,
this can be condensed in seven points:

■ More, and more importantly, better evaluations are needed. While this requirement is
certainly not new and has already been emphasized by previous essays [e.g., Jensen,
2014, 2019], it seems necessary to reiterate it in light of the identified gaps. Ideally,
science communicators should conduct elaborate evaluations along inputs, outputs,
outcomes, impacts, with a mix of social scientific research methods and pre-post test
designs. However, with ongoing resource and time restrictions, we realize that this is
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and will often not be feasible in every project. Therefore, science communicators may
need to be selective and conduct systematic evaluations as described above only for
specific, strategically relevant projects or in larger intervals. But importantly, if they
evaluate, evaluations should be well designed and robust. Better evaluations can be
achieved by devising evaluation plans at the outset of a project [Spicer, 2017] and
relying on already validated instruments (e.g., for measuring knowledge, trust etc. in
surveys) [Jensen, 2019]. Moreover, they involve not only positive, intended effects, but
should also assess potential unexpected, dysfunctional effects, and audiences that may
not have been reached [Jensen, 2015]. Better and more evaluation will require building
up solid methodological expertise among practitioners to conduct robust
self-evaluations. In addition, greater collaboration with researchers to conduct
independent external evaluations would be useful and have the added benefit of
researchers having the incentive to publish from the data and incorporate the results
into the scientific evidence base.

■ More demand for and support of evaluations is needed by leaders in scientific
organizations as well as by funding institutions and foundations in the long run.
Universities, science centers, museums, and funders alike have a duty to demand
evaluations to learn how well money was spent on science communication. Hence, they
should support better evaluations by reallocating or setting aside resources for
evaluation in the future [Banse et al., 2024]. More valorization, i.e. symbolic
appreciation for evaluation activities, is also needed — as are sanctions for lack of
evaluations, for example in final project reports submitted to funders. Larger scientific
organizations should consider establishing designated positions for coordinating
evaluation activities and developing tools for evaluating science communication that
are shared with colleagues [e.g., Sörensen et al., 2024]. Science communicators in turn
should request and plan a separate budget and personnel resources for evaluation and
should compile evaluation reports for organizational leadership that demonstrate how
science communication adds to strategic goals [Spicer, 2017].

■ Shared standards for evaluations are needed. With few common indicators being used
in the field [Banse et al., 2024], evaluations of different projects, formats or
organizations are often not comparable, presenting an obstacle to learning from others
and broader benchmarking [Volk, 2024; Davies & Heath, 2014]. Developing and
agreeing on a set of common standards is needed to address growing expectations of
policymakers and stakeholders to demonstrate impact on the one hand, but also to
avoid selective, less robust and non-representative evaluations on the other hand. Both
national as well as international professional associations should initiate a
collaborative process of harmonizing and negotiating standards for evaluation of
science communication, drawing inspiration from similar endeavors initiated, for
example, by the International Association for Measurement and Evaluation of
Communication (AMEC).5 Such standards should neither stifle nor suffocate flexibility
and creativity but aim at increasing comparability of evaluations and offering suitable
indicators for demonstrating outputs, outcomes, and impacts. Time is of the essence
here: We think an initiative to define them within the field is necessary before
standards are imposed from outside the field, in a process science communicators and
researchers have no say in.

5. AMEC [2016]. AMEC Integrated Evaluation Framework. https://amecorg.com/amecframework/.
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■ Refined impact measures are needed that capture non-academic, long-term
contributions or values of science communication. Since the term impact is
understood and defined differently [Bornmann, 2013; Watermeyer & Chubb, 2019], a
common understanding of such impact must first be developed together with
professional associations and funding bodies. Suitable methods, such as narrative
impact statements or impact case studies, potentially involving key stakeholders or
external evaluators [Hill, 2016], and suitable indicators considering different types of
impact, for example, on the environment or politics, should be developed [Jensen et al.,
2022]. Evaluation periods need to be adapted, as impacts often occur with
considerable time lags. It must be clear to everyone involved that more rigorous
impact measurement will be demanding, resource- and time-consuming [Jensen,
2019]. Since practitioners may not be able to empirically trace cause-effect
relationships back to science communication, they will likely need to agree on logically
plausible pathways to impact together with funders and scientific institutions.
Reflection on impact indicators is urgently needed — both in science communication
and in academia more generally — to counteract inflationary impact statements and
unrealistic impact expectations [King et al., 2015].

■ Capacity building is needed. Given the limited resources and different levels of
methodological expertise among many science communicators [Jensen, 2015],
developing and sharing evaluation guides and survey or interview templates with
instructions is desirable so that practitioners can flexibly put these together
themselves and use them without much effort rather than reinventing the wheel.
Professional associations in science or university communication as well as funding
bodies should (continue to) invest in capacity building and offer platforms for sharing
hands-on instructions and best practices. They can follow the example of initiatives like
the “Impact Unit”6 in Germany and the World Initiative for Science Evaluation
(SciWise)7 in the US, or funders like the Commonwealth Scientific and Industrial
Research Organization (CSIRO)8 in Australia, the UK Research and Innovation (UKRI)9

in England, or the Science Foundation Ireland (SFI)10 in Ireland. They should also
foster an understanding of evaluation as an opportunity to improve and optimize
science communication by learning from mistakes [Jensen, 2019]. More methods
training and networking opportunities for practitioners interested in evaluation are
needed. Researchers could be involved, for example, in continuing education courses
that impart methodological expertise.

■ Responsible evaluation must be key. This has always been true and includes, for
example, being responsible to participants, from protecting their privacy and
confidentiality, over following ethical standards during evaluation to being aware of and
accountable for effects of the evaluation on participants. It also includes being
responsible to the scientific organization, funder, or project, for example, by using
evaluation resources wisely and efficiently, by ensuring that evaluations provide useful

6. Impact Unit [2023]. How-To-Reihe Wisskomm evaluieren. Wissenschaft im Dialog. https://impactunit.de/tools/.
7. https://www.sciwise.org/en/mission.
8. Commonwealth Scientific and Industrial Research Organisation. [2020]. Impact evaluation guide.

https://www.csiro.au/en/about/Corporate-governance/Ensuring-our-impact/Evaluating-our-impact.
9. UK Research and Innovation. [2020]. Evaluation: practical guidelines.

https://www.ukri.org/publications/evaluation-practical-guidelines/.
10. Science Foundation Ireland. [2015]. Evaluation toolkit. https://www.sfi.ie/engagement/guidance/.
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information, and by making evaluation processes and (unwanted or unmet) results
transparent. Responsible evaluation will be increasingly important given the expanding
availability of digital trace data and new technologies like generative artificial
intelligence, which will likely have a massive impact on science communication
[Schäfer, 2023] and its evaluation — especially regarding the collection, analysis, and
use of evaluation data [Volk & Buhmann, 2023]. AI-powered tools can be used, for
example, for the automated collection of digital data (e.g., through scraping) or
automated transcriptions (e.g., of audio data), for real-time data analysis (e.g., machine
learning) or visualization of data (e.g., dashboards), as well as for real-time optimization
of communication (e.g., through message distribution) or prognostic evaluation (e.g.,
predictive analytics) [Volk & Buhmann, 2023]. Professional associations and scientific
institutions will need to develop codes and guidelines and raise awareness for ethical
and responsible evaluation.

■ Open evaluation data is needed whenever possible. Since there are few incentives for
science communication practitioners or evaluators to publish results from evaluations
in peer-reviewed journals [Fu et al., 2016], evaluation reports are often not publicly
accessible. Moreover, only 19% of surveyed science communication practitioners
report that they make evaluation data available for research purposes [Impact Unit,
2023]. In principle, it would be desirable to make the results of evaluations, including
the instruments, sample descriptions, and descriptive data publicly accessible both for
practical and research purposes. Open evaluation data would enable science
communicators to draw comparisons between projects, institutions, etc. and learn
about realistically achievable science communication effects [e.g., Pellegrini, 2021]. Of
course, with open data, new problems of confidentiality and anonymization arise, but
more publicly available evaluation reports will allow to build up a better evidence base
for science communication. For instance, researchers could conduct meta-analyses of
evaluation data and publish results [see Volk, 2024; Jensen et al., 2022]. Moreover,
researchers could use evaluation reports to engage in a meta-critical reflection on a
particular evaluation design in order to stimulate and promote improvements [e.g.,
Jensen, 2015; Jensen & Lister, 2017]. Both scientific institutions as well as funding
institutions and foundations should make such data available, where possible [Davies &
Heath, 2014].

In general, we emphasize that systematic, rigorous evaluation of science communication
practices and activities needs to be taken more seriously. We call for the relevant actors in
science communication — from practitioners to professional associations over scientific
institutions and funding bodies all the way to researchers — to reflect jointly on ways to
improve evaluation practices. We hope that the seven requirements outlined above provide a
basis for such a discussion and reflection.
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