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In recent years, research funders across the world have implemented mandates for research data 
management (RDM) that introduce new obligations for researchers seeking funding. Although 
data work is not new in the humanities, digital research infrastructures, best practices, and the 
development of highly qualified personnel to support humanist researchers are all still nascent. 
Responding to these changes, this article offers four contributions to how humanists can consider 
the role of “data” in their research and succeed in its management. First, we define RDM and data 
management plans (DMP) and raise some exigent questions regarding their development and 
maintenance. Second, acknowledging the unsettled status of “data” in the humanities, we offer some 
conceptual explanations of what data are, and gesture to some ways in which humanists are already 
(and have always been) engaged in data work. Third, we argue that data work requires conscious 
design—attention to how data are produced—and that thinking of data work as involving design 
(e.g., experimental and interpretive work) can help humanists engage more fruitfully in RDM. Fourth, 
we argue that RDM (and data work, generally) is labour that requires compensation in the form of 
funding, support, and tools, as well as accreditation and recognition that incentivizes researchers to 
make RDM an integral part of their research. Finally, we offer a set of concrete recommendations to 
support humanist RDM in the Canadian context.

Ces dernières années, les organismes de financement de la recherche du monde entier ont mis en 
place des mandats de gestion des données de recherche (en anglais, Research data management, 
RDM) qui introduisent de nouvelles obligations pour les chercheurs en quête de financement. Bien 
que le travail sur les données ne soit pas nouveau dans les sciences humaines, les infrastructures 
de recherche numérique, les meilleures pratiques et le développement d’un personnel hautement 
qualifié pour soutenir les chercheurs humanistes en sont encore à leurs balbutiements. En réponse 
à ces changements, cet article propose quatre contributions sur la façon dont les humanistes 
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peuvent considérer le rôle des « données » dans leur recherche et réussir à les gérer. Tout d’abord, 
nous définissons les techniques de recherche et de gestion de donnéesdonnées et les plans de 
gestion des données (en anglais “data management plan”, DMP) et soulevons certaines questions 
urgentes concernant leur développement et leur maintenance. Deuxièmement, reconnaissant le 
statut incertain des « données » dans les sciences humaines, nous proposons quelques explications 
conceptuelles de ce que sont les données, et soulignons certaines façons dont les humanistes sont 
déjà (et ont toujours été) engagés dans le travail sur les données. Troisièmement, nous soutenons 
que le travail sur les données nécessite une conception consciente—une attention à la manière dont 
les données sont produites—et que le fait de considérer le travail sur les données comme impliquant 
une conception (par exemple, un travail expérimental et interprétatif) peut aider les humanistes à 
s’engager de manière plus fructueuse dans la RDM. Quatrièmement, nous soutenons que la RDM 
(et le travail sur les données en général) est un travail qui nécessite une compensation sous forme 
de financement, de soutien et d’outils, ainsi qu’une accréditation et une reconnaissance qui incitent 
les chercheurs à faire de la RDM une partie intégrante de leur recherche. Enfin, nous proposons une 
série de recommandations concrètes pour soutenir la RDM humaniste dans le contexte canadien.



3

Introduction
Data work is coming to the humanities. In recent years, research funders across the 
world have implemented mandates for research data management (RDM) that introduce 
new obligations for researchers seeking funding. In Canada, the three federal research 
granting agencies officially launched a research data management policy in March 2021, 
which aims to support the “collection, documentation, storage, sharing and preservation 
of research data” (Government of Canada 2022). Humanists may not be used to thinking 
of their research materials as “data,” and may also lack the kind of institutional and 
technical support typically afforded to the sciences and other traditionally data-heavy 
fields (Estill 2020; Evalyn et al. 2020; Rockwell et al. 2020). Although data work is not new, 
digital research infrastructures, best practices, and the development of highly qualified 
personnel to support researchers in the humanities are all still nascent (O’Donnell 2020; 
Siemens and Arbuckle 2020a; Siemens and Arbuckle 2020b).

Responding to these changes, this article offers five contributions to how humanists 
can think about data in humanist research and succeed in its management. First, we 
define RDM and data management plans (DMP) and raise some exigent questions 
regarding their development and maintenance. Second, acknowledging the unsettled 
status of “data” in the humanities, we offer some conceptual explanations of what 
data are, and gesture to some ways in which humanists are already (and have always 
been) engaged in data work. Third, we argue that data work requires conscious design—
attention to how data are produced—and that thinking of data work as involving design 
(e.g., experimental and interpretive work) can help humanists engage more fruitfully in 
RDM. Fourth, we discuss the need for RDM training for humanist researchers. Finally, 
we argue that RDM (and data work, generally) is labour that requires compensation in 
the form of funding, support, and tools, as well as accreditation and recognition that 
incentivizes researchers to make RDM an integral part of their research.

This article constructs its arguments by drawing on proceedings from Research Data 
Management for Digitally Curious Humanists (RDM4H) a virtual event sponsored by the 
Social Sciences and Humanities Research Council (SSHRC) on research data management 
capacity building. The event was held on June 14, 2021, as a Digital Humanities Summer 
Institute 2021 aligned workshop, and was led by the University of Victoria Libraries 
and the Electronic Textual Cultures Lab. Following the event, we summarized the 
proceedings in a report, culminating in our own independent recommendations for 
researchers, institutions, and funding agencies for the facilitation and support of 
humanist RDM (Higgins, Goddard, and Khair 2023). These recommendations include 
calls for clearer guidance and the development of pedagogical tools that are relevant to 
the humanities, as well as additional support in the form of infrastructure and funding 
needed to advance data work across sub-disciplines.
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What is research data management (RDM)? What is a data management plan 
(DMP)?
Research data management (RDM) is “the processes applied through the lifecycle 
of a research project to guide the collection, documentation, storage, sharing and 
preservation of research data” (Government of Canada 2022). In addition to Canada, 
countries including the USA, UK, Australia, and Europe have implemented mandates 
that require researchers to store data securely and to document critical related 
information including ownership, rights, and provenance (NSF 2023; DCC 2023; ARC 
2023; OpenAIRE 2023). RDM matters because research data that are not managed 
properly risk being unusable: whether because they are incomprehensible, corrupted in 
a technical sense, or cease to exist (Antoniuk and Brown 2020; Boyd 2020; Chun 2008; 
The Endings Project 2023), imperiling potential access to this valuable resource for 
other researchers, students, and the general public. 

The primary RDM tool is the data management plan (DMP). In Canada, a DMP is 
defined as “a living document, typically associated with an individual research project 
or program that consists of the practices, processes and strategies that pertain to a 
set of specified topics related to data management and curation” (Government of 
Canada 2021a; see also Portage Network 2020; Lacroix and Rao 2020). DMPs provide 
researchers, administrators, and funding agencies with information about research 
projects, including their data formats, metadata schemas, storage choices, security 
provisions, access and usage rights, and plans related to sharing and publication. A 
DMP is a document that is unique to its project and is now becoming a standardized 
part of a grant application. We will discuss some of the risks and rewards of DMP design 
in the third section. However, as it currently stands, DMPs as standardized documents 
are at risk of being both too constrained (reducing the meaning and use of a gamut of 
diverse research materials and procedures) and too open-ended (unable to define and 
delimit humanities data in ways that prove useful for preservation and reuse).

While we suggest that all researchers, including those in the humanities, are already 
doing data work, it is nevertheless true that humanists bring a variety of experience 
with best practices for data storage, description, curation, etc., to the table (Anger et 
al. 2022; Evalyn et al. 2020; Rockwell et al. 2020). When our event, RDM4H, surveyed 
attendees, many humanists still expressed a lack of confidence dealing with “data” in 
their practice. Of 73 respondents (n = 73), only 3% called themselves “experienced” with 
RDM, 55% called themselves “capable,” and 40% called themselves “inexperienced.” 
The majority of respondents (66%) expressed a desire to gain further “general 
knowledge on data management.” 
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There is therefore, at best, a wide variety of researcher experience with—and 
confidence in their ability to perform—RDM as a standardized portion of research 
projects. 

What are data?
The Oxford English Dictionary defines data in technical terms. Data are “related items 
of (chiefly numerical) information considered collectively, typically obtained by 
scientific work and used for reference, analysis, and calculation,” and, in the context of 
computing, “quantities, characters, or symbols on which operations are performed by 
a computer, considered collectively.”

It is not our purpose to delve deeper into the technical aspects of data here, but two 
points stand out. First, data are “considered collectively,” that is, they derive meaning 
in plural sets. The word “set” derives from the Latin “secta,” which we speak today as 
“sect,” implying a number, group, or collection of “things” defined by their relation to 
each other or their use in a particular operation; datasets are not merely a haphazard 
agglomeration of “stuff,” but created, organized, and delimited data that are thereafter 
put to the work of analysis and interpretation. How a dataset is organized influences 
what we can learn from data, and datasets therefore require purposeful design. Data and 
dataset design allow researchers to use data for “reference, analysis, and calculation.” 
In other words, they allow data, second, to be put to work. This work is diverse: historical 
(and even ancient) practices from weaving to notching to knotting to quilting (insofar 
as they involve patterning, calculation, and even accounting) are data work, involving 
reference, analysis, and accounting, and are not reducible in meaning to the numerical 
(Galloway 2021; see also Holmes 2017). That is, data work is not reducible only to a 
spreadsheet of numbers or what a researcher does with those numbers thereafter; it is, 
instead, by definition, a humanities practice, too. 

That said, humanists don’t agree on what data are. Some of the first early modern 
uses of the word “data” in the 17th century were in clerical texts that adopted the Latinate 
etymology of data as “something given” into things God-given: transcendental gifts to 
be used for moral reasoning or inferences (Galloway 2011). There is much scholarship 
in the humanities arguing against the assumption that data (and even statistics) 
is either given or “raw” (see for example Chun 2016; Chun 2021; Gitelman 2013; 
Halpern 2014; Joque 2022; Thylstrup et al. 2021). DH scholars like Johanna Drucker 
(Drucker 2011) have argued instead that data are better thought of as “something 
taken” in the act of observing, collecting, and analyzing phenomena. Willard McCarty 
(McCarty 2005) suggests that modelling is a useful exercise for humanists, a means of 
experimenting, exploring, and testing assumptions. He reminds us that data models, 
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like data themselves, are neither neutral nor objective, but can best be understood as 
arguments (McCarty 2005). Beyond theoretical work related to data, many DH projects 
have produced practical tools for guiding the description and modelling of humanities 
concepts and research objects. The Text Encoding Initiative, founded and led by 
humanities researchers, is a widely used set of guidelines for encoding the structure 
and content of texts (TEI Consortium, 2023). DH projects have published structured 
ontologies and standardized vocabularies for humanist data modelling, including the 
CWRC Ontology (CWRC 2023), LINCS Vocabularies (LINCS 2023), and the Internet 
Philosophy Ontology (InPhO 2023). RDM can therefore be seen as an extension of core 
DH tradition and practice. High quality RDM is a means of improving the maturity of 
ongoing data work in DH. For computationally intensive DH practices like Computational 
Literary Studies and Cultural Analytics, RDM offers a path to reproducibility of research, 
and the reuse of data in new contexts. 

We want to suggest that data are best thought of as produced: by the situatedness of 
observation, through the practice of collection, and as a result of the process of analysis. 
This process, which Geoffrey Bowker and Susan Leigh Star (Bowker and Star 2000) 
named the act of “sorting things out,” is exemplified in RDM practices like a DMP.

Calling data “produced” best fits a definition of research data as “data that are used 
as primary sources to support technical or scientific enquiry, research, scholarship, 
or artistic activity, and that are used as evidence in the research process and/or are 
commonly accepted in the research community as necessary to validate research 
findings and results” (CODATA 2023). Research data may thus include “experimental 
data, observational data, operational data, third party data, public sector data, 
monitoring data, processed data, or repurposed data” (CODATA 2023). Assuming data 
are produced allows data to be considered both collectively and as objects researchers 
put to work. Moreover, this assumption stresses that data are not self-same (i.e., 
inherently interchangeable, transparent, or interoperable), whether in kind or in time 
(Posner 2021). Before our event we surveyed our attendees (n = 73) on what research 
materials they work with that they consider to be data. Here are some of their answers:

text; audio files; video files; image files; physical archival records; medieval texts; 

library catalogue data; policy papers and records; VHS; 8 mm film; camcorder tapes; 

community relations (impact, contributions, feedback); religion in the 20th cen-

tury; social movements in the 20th century; organizational memberships, budgets, 

bureaucratic documents; paper correspondence; interviews; maps; cultural analyt-

ics (e.g., Wikipedia links); programming languages; software; geodata; book history; 

literature (across genres, styles, and historical periods); culture and cultural objects 
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(e.g., toys, games, clothing, foods); translations; radio tapes; prosopography; 

historical artefacts (and images of artefacts); state and private financial records 

(e.g., grant records); text corpora; ephemera like clippings, photos, journals, logs; 

web usage and analytics; CSV files.

The gamut of these materials suggests, first, that humanist work is also data work. 
Humanists are engaged in the collective consideration of a plurality of objects that 
they put to work in tasks like translation, iteration, reconstruction, and interpretation. 
Humanities data can be defined as data that are produced within the context of disciplines 
that study “human culture and the cultural record” (Borgman 2015, 161). More broadly, 
humanities data might be considered as a plurality of objects that researchers put to 
work in order to know how humans articulate meaning. Second, however, these answers 
suggest there is no clear (or agreeable) typology of “humanities data.” Humanities data 
lack a clear “what.” Instead, as our event’s keynote speaker, Miriam Posner (Posner 
2021), suggested, where consensus might be found is in the “when” of data: when do 
we consider our research materials as data versus as something else?

The question of “when” data are is ultimately one of when, exactly, we call data 
“produced.” When are research materials produced as categories? When are they 
demarcated and parameterized? How do these categories de-/stabilize their status 
as research materials? And what does their datafication mean for their connection to 
the original materials, and their future replicability? Each of these questions may be 
answered (but also complicated) by considering the process of observation, collection, 
and analysis. Producing a menagerie of research materials as something else—a 
dataset, an archive, a critical reflection—cannot be assumed to be standardized for 
humanists, but it is the feature that renders humanist work as always also data work.

We want to suggest that these considerations—of what and when data are; of 
their ontological plurality; of the ways in which they are put to work—are a primary 
justification for attention to RDM in the humanities. RDM has both a practical and 
a conceptual component, but researchers cannot be expected to attend to RDM ex 
nihilo. Researchers require funding, training, and support to adequately meet the 
challenge of framing their work as data work, understanding best practices for data 
management, including the FAIR Principles (Wilkinson et al. 2016), and determining 
how to translate their research into formal data management plans. As the guidance for 
this work is developed (e.g., Harrower et al. 2020) clear examples of the value of high-
quality, sustainable, reusable humanities datasets are necessary to convince humanist 
researchers of the importance of RDM work. These examples should be accessible and 
should not have to be sought out (see, for example, Tayler et al. 2022; The Endings 
Project 2023; SpokenWeb 2023).
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In addition to practical justifications for accessible RDM examples (e.g., better data 
work), it is imperative to advocate for exemplars and policies that establish ethical 
examples and guidelines for data work in a diversity of contexts. Many humanists do 
research that involves, to some degree, human subjects, whether contemporary or 
historical. People are not objects of study: they are participants, what have also been 
typically referred to by research communities as “stakeholders” in research work 
(Carroll, Rodriguez-Lonebear, and Martinez 2019). One key consideration of our event 
was the acknowledgement that ethical concerns must trump data-sharing benefits in 
all cases (Czaykowska-Higgins 2021).

However, this language of “stakeholders” and “participants” is not sufficient to 
describe or advocate for Indigenous communities worldwide involved in data work. 
Though work is ongoing, the issues of Indigenous data sovereignty and governance remain 
major areas of concern for RDM policies and practices worldwide; there are longstanding 
questions about how to catalogue and classify Indigenous peoples’ materials (Duarte and 
Belarde-Lewis 2015; Montenegro 2019). Outside researcher involvement, regardless of 
discipline or intent, risks being an agent of social and cultural dislocation (Holton, Leonard, 
and Pulsifer 2022), replicating colonial archives and practices (Thorpe et al. 2021), and 
ultimately submitting Indigenous peoples’ data to colonial structures of knowledge and 
information. Indigenous peoples “have always been data creators, data users, and data 
stewards. Data were and are embedded in Indigenous instructional practices and cultural 
principles” (NCAI 2018, 1). Data produced in and around Indigenous communities 
(whether by those communities themselves, or by researchers in partnership with them) 
do not make those communities stakeholders but rather rights-holders (Sarkki, Heikkinen, 
and Löf 2021). The established concept of the stakeholder tends to prioritize economic 
interests, risks conflating a diversity of cultural, historical, and situated contexts into the 
homogenous category of a stakeholder, and also assumes an embeddedness in national 
and international legal structures of governance and sovereignty that de-contextualize 
or, worse, imperil Indigenous sovereignties (Sarkki, Heikkinen, and Löf 2021). There is 
an urgent need for further research into how best to promote and support Indigenous-led 
data governance (Espinosa de los Monteros 2019; Love et al. 2022).

There is ongoing international collaborative work to develop paradigms for 
Indigenous data sovereignty—including via paradigms like Ownership, Control, 
Access, Possession (OCAP) (FNIGC 2023) and Collective Benefit, Authority to Control, 
Responsibility, Ethics (CARE) (GIDA 2023)—but, as the Canadian Tri-Agencies 
have themselves noted, these paradigms don’t necessarily “respond to the needs 
and values of distinct First Nations, Métis, and Inuit communities, collectives and 
organizations” (Government of Canada 2021b). Likewise, while there are attempts to 
establish paradigms for project development, there exists a gap in the literature around 
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project sustainability and the long-term use of digital resources in contexts related 
to Indigenous data (Strathman 2019). In this context, projects that disappear or die 
should be regarded as an active threat to Indigenous data sovereignty, governance, and 
rights-holding.

The question of “what data are” is therefore one that stretches beyond the technical, 
theoretical, or methodological, and into the ethical. Indigenous data considerations 
are unique but never irrelevant to broader considerations of ethical data work. Shared 
examples of ethical data work are not “edge cases” or specific to “marginalized 
communities” but integral to the development of data work writ large. Seeing examples 
of good data work and subsequently approaching that work as a process of active 
researcher production can only strengthen the quality of humanist RDM and research. 
How, then, might humanists and funders go about creating an environment that is 
conducive to good data work?

Designing data
To say data are produced is to argue that that they are made or crafted as part of a 
practice: an argument that may be equally applied to the concept of design. They involve 
experimentation with and the use of (often complex) tools (Tenen 2016), which beg 
questions of software and hardware optimization, dependencies, and longevity, not to 
mention design, programming, and systems operations (Sayers 2016). They involve 
speculative choices (Hong 2020): about which data to collect, when to collect them, 
how, and why; and how to classify, represent, and thereafter analyze that data. The craft 
or design of datasets is labour (an argument we will highlight in the fourth section), 
and the labour of design—as any craftsperson knows—alters the object produced.

In pragmatic, funder terms, design is both implicit and explicit in a DMP: from 
researchers picking tools and staking out future terms of classification and analysis, 
to supplementing those technical and methodological guidelines with conceptual 
elements like the “what” and “when” of their project’s RDM. Our purpose here is 
less to discuss the technical ins and outs of project and DMP design, as to establish 
the argument that data work requires intentional (rather than ancillary) design. The gist 
of the argument is that RDM cannot be “tacked on” to entrenched research practices 
but must be systematized. Part of developing a system of supports for humanist data 
work involves making space for a variety of meanings and uses of data: in other words, 
balancing the need for a degree of standardization across the humanities with the 
flexibility that allows humanists to work with a diverse array of research data.

Much of humanities work in RDM is centred around the management and 
representation of information—not necessarily numerical datasets to be analyzed, but 
collections of objects with (often complex) metadata that may be interacted with by 
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researchers and other users in ways that go beyond a simple reproduction of calculations. 
In Canada, we might cite the SpokenWeb’s audio recording objects (SpokenWeb 2023); 
the ongoing dictionary projects for SENĆOŦEN (Elliott et al. 2021), the language of the 
W-   SÁNEĆ First Nations on Vancouver Island’s Saanich Peninsula, or for the East Cree 
language (Junker et al. 2018), spoken in Northern Québec’s James Bay area, which 
support language revitalization through data work that combines linguistic information 
with narrative and other resources; or the Map of Early Modern London, whose six 
databases support a host of interoperable projects ranging from an encyclopaedia, a 
digital version of a map, an anthology, to a bibliography, and more (Jenstad 2006).

Each of these projects blurs the boundaries between data, information, and 
narrative. Data and information are intricately related but not self-same. Often, they 
are colloquially used in a tautology to define each other: data are pieces of information, 
while information is a collection of data. In reality, the word “information” has Latin 
roots that differentiate it from “data”: as Galloway (Galloway 2011) notes, the root 
of information stems from “the act of taking form or being put into form.” In the 
assumption that data are “raw,” information is, then, “cooked”: it has been shaped, 
sculpted, or interpreted. Neither is a text, a map, or an audio tape “raw”: they are all 
best considered as neither given, nor taken, but produced. In the process of production, 
data render information.

Data also produce narratives. Data tell stories (Chun 2016) because data are used 
to do things (Thylstrup et al. 2021). For example, the internet database ImageNet—
which collected 14 million images, scraped from the internet, and standardized them 
into categories based on what they were images of, all for the purpose of developing 
training sets of objects for machine vision—has been widely criticized for producing 
a classification system that is replete with bias, discriminatory, and therefore actively 
harmful (Crawford and Paglen 2019). Elsewhere, natural language processors, trained 
on datasets of social media interactions, have tended to parrot and eventually adopt 
the same bigoted language that makes up part of the “organic” data they are trained on 
(Vincent 2016). The point is that data produce narratives or stories, and that all stories 
have politics (Lampland and Star 2009; see also Apprich et al. 2018). As a result, data, 
put to use, have politics too. This statement does not mean that data are intrinsically a 
form of domination, or can only be used in that way, but rather that choices about what 
and how to observe (i.e., RDM) determine data and the insights (i.e., truths) gleaned 
therein. Data and datasets may go so far as to structure empirical realities, whether in 
a “positive” sense by producing “facts” and “truth” to add to a system of knowledge, 
or in a “negative” sense by being denied or misconstrued as “disinformation” or 
“post-truth” (Harsin 2018). Researchers and funding bodies must be mindful of those 
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possibilities, and of the concerns that follow, not in order to foreclose data work, but 
rather to encourage project and data design that anticipates how the choices researchers 
make to extract, organize, and classify data have consequences for knowledge 
and politics.

These recognitions matter because many humanists may be uncertain about what 
constitutes “data” in the context of their research projects. Better guidance on defining 
research data must be developed in consultation with both digital and non-digital 
humanists from a variety of different disciplines. Humanists should not be guessing 
whether their research objects, in the act of producing DMPs, change state—from object, 
to data, metadata, information, or narrative—nor should they be expected to design 
research projects—including technical tools, practices, or ethical guidelines—in isolation. 
Funders and institutions must provide a system of support and guidance that not only 
facilitates grant applications, but can also step in if and when problems arise. Defining 
research data should be a collaborative activity; otherwise, federal RDM in the humanities 
risks producing little more than a mess of incongruent and useless data and DMPs.

Training humanities researchers
One solution for developing useful definitions of research data and promoting good 
research data design before projects begin is through the simple axiom of “teaching for 
all.” Our event survey found that many senior humanities researchers and instructors 
do not feel that they have enough RDM knowledge to confidently teach the necessary 
concepts and tools. Likewise, efforts to develop data primers (Tayler et al. 2022) for 
researchers and librarians evince an ongoing knowledge gap. A great deal of current 
RDM instruction is aimed at experienced researchers, but it is also necessary to develop 
instructional resources for undergraduate and graduate audiences.

Teaching humanists how to do RDM—allowing them to ask what kind of data their 
research objects might be, consider how they will design their projects, what kinds 
of information and narratives their work will produce, and how it can all be ethical—
requires flexibility. If humanist data work is diverse, it is imperative to avoid applying 
over-standardized solutions (e.g., pedagogy, tools) for diverse research across different 
disciplines and fields. Although some measure of standardization is necessary for any 
RDM work at scale, an overemphasis on standardization risks conflating and confusing 
different types of research and outputs. Researchers applying for funding may shoehorn 
their research materials to fit overly restrictive DMP templates or simply improperly 
report what it is they are doing. As RDM policies become more mature, it is imperative 
to spend time examining edge cases, including, for example, analogue scholarship, 
and fine arts research processes (Bath 2021). Directed effort must be made to engage 
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researchers who identify their research as not fitting into current data management 
policy rather than focussing on successful, masthead digital humanities projects, 
which generally already have institutional support, funding, and technical capabilities. 
This recommendation can be summarized as looking at the boundaries and edge cases 
of policies in addition to the centre.

Should international, federal, and local institutions fail to support researchers in 
ways that push beyond technical questions and into conceptual ones (like defining data 
and considering how humanists may produce them differently from, say, scientists), 
we risk a research landscape that struggles with project sustainability because it 
continually divorces the technical (e.g., back-end data storage or software use) from 
the conceptual (e.g., questions about interpretation, information, and narrative). 

How, then, can we address this conflict, where it might be more conceptually 
straightforward to silo project areas, but such divorce will likely also technically 
inhibit project preservation? One useful step involves more and better training around 
metadata design. More contextual and interpretive information should be included in 
project metadata, but also, projects should be designed (with guidance) from inception 
so that data can stand alone, outside the context of the user interface, without losing 
comprehensibility. Not only will this produce more reusable data, but it will help a 
great deal with the problem of project preservation. We recommend that humanist 
researchers be given much more theoretical and practical training on metadata creation 
and data literacy, ideally beginning at the undergraduate level. This training could 
build on work that is already ongoing in the digital humanities to include topics such as 
data modelling in TEI/XML; introduction to structured vocabularies like Dublin Core, 
Getty Art & Architecture Thesaurus, or the Homosaurus; exploration and critique of 
ontologies like CIDOC-CRM or PhilOnto; relational database design and normalization; 
or topic modelling in the context of text analysis. 

The training and tools provided, however, cannot be prescriptive to a degree 
that they limit or inhibit the breadth of humanities data we have outlined in this 
article. As we have stressed, humanist data are extremely diverse. Most data are not 
highly structured or machine-generated, and a significant amount of what might be 
considered data are not digital. To return to a point made above, for funding bodies, 
institutions, and humanities researchers, one central task of RDM will be developing 
infrastructures that achieve a measure of standardization that supports widespread 
access, while ensuring that researchers do not lose the ability to critically engage with 
different theories, methods, and practices of categorization in their own work. Research 
software, publishing platforms, and data repositories need to be flexible enough to 
support humanist research objects and processes without unduly constraining them.
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Data work will not always be perfect from the beginning, and so data as practice 
involves a willingness to experiment, or to be prepared for the changes that projects 
undergo, and the contingencies they may encounter. It is extremely unlikely that 
humanist researchers will be able to create accurate and detailed plans at the 
application stage. It would be unrealistic to expect that they do, and unfair to demand 
they standardize their initial RDM to a degree that imperils the design and outcomes 
of their research. Instead, data management planning tools must support the evolving 
nature of data management plans and, ultimately, humanist RDM. 

Labour, support, and recognition
Data work is work: work that cannot be done without funding, support, and tools, and 
that should be attributed, cited, and recognized. It can be easy to assume that apparently 
ubiquitous computing capacity and power means all research materials may be 
seamlessly “made digital,” that computers do that work, and that questions around RDM 
production, dissemination, and attribution are predominantly questions about tools and 
tools alone. This assumption can erase critical distinctions about access to computing 
(Gray, Gerlitz, and Bounegru 2018; Estill 2020), computing power and capabilities, and 
the myriad hard- and software differences that influence research methods and results. 
Computational differences are project differences (The Endings Project 2023). These sorts 
of assumptions can also erase the human labour involved in data work: from researchers 
developing data management plans, to data librarians setting institutional data policies, 
to data or technical support officers assisting or leading the technical execution of RDM. 
Data management policies that do not properly integrate the recognition and attribution 
of researcher and other participant labour will implicitly punish researchers by requiring 
extra work that goes unacknowledged at institutional and public levels.

The success of RDM is contingent on the active attention to and maintenance of 
systems for data collection, sharing, and attribution, and will be improved by practices 
of recognition and reward that incentivize all researchers (including early career ones) 
to adopt standards for data work (Alperin et al. 2022; Anger et al. 2022; Moher and Cobey 
2021; Schöpfel and Azeroual 2021). This section provides further recommendations 
to the RDM landscape organized around the theme of labour and the necessity of 
attribution and recognition of that labour, a topic already under consideration in the 
sciences (see e.g., Park, You, and Wolfram 2018; Wood-Charson et al. 2022; Zeng et al. 
2020) but currently neglected in the humanities.

In the first instance, the support provided to researchers cannot be “one and done,” 
but must be maintained throughout the lifecycle of a project. Humanist researchers 
continue to feel that they need support for data management at all stages of the research 
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process: on conceptual and theoretical approaches to data; on guidance for meeting 
novel funding agency requirements; on making choices about data infrastructure (i.e., 
platform) use; on defining appropriate metadata frameworks; on capturing and recording 
metadata according to standards; and on ensuring their research does not change in 
kind in order to meet data policy. In order to facilitate this support, research computing 
providers (in Canada, for example, this would include the Digital Research Alliance of 
Canada) and funders should engage in “meta-science”—training researchers on data 
work and sharing, establishing benchmarks and auditing projects, evaluating progress, 
and rewarding researchers for that work in the form of its inclusion as a category in 
hiring, promotion, etc. (Moher and Cobey 2021). It is not sufficient to offer funding for 
data work without incentivizing the sharing and proper attribution of data in the research 
community; early career researchers in particular may be disadvantaged if their work is 
not properly attributed and rewarded by their institutions, which disincentivizes good 
data work by inhibiting structures of reward (Schöpfel and Azeroual 2021).

The first step to incentivize data sharing, proper attribution, and credit is funding 
increases that reflect the additional cost (in time, people, and tools) of research data 
management. Large research grants may hire project managers, a practice that can and 
should be extended to, for example, funding increases to hire and train team members 
who can oversee the design and creation of data and metadata to ensure that practice 
aligns with the data management plan. While this funding can and should be project or 
grant specific, as we have suggested, it should also be systematized in the form of more 
support staff at regional and national digital research infrastructure providers and within 
institutions, who can help researchers before, during, and after research projects, as well 
as monitor researcher progress and benchmarks. Across different academic disciplines 
(including the sciences) in different nations, funders currently struggle to monitor 
and support researcher data work (Anger et al. 2022). An additional benefit of this kind 
of support from research computing providers and funding agencies is that it would 
be accessible to all researchers, regardless of the stage of their career or institutional 
affiliation. As we have discussed, labour increases may be easier to contend with for 
established, recognized researchers, and systems of incentivization and support at the 
funder level have the potential to level the playing field for a diversity of researchers. 

Humanists require RDM support and training sessions over the course of their 
whole careers, and not simply when they are ready to apply for funding. Ideally, data 
management concepts and basic skills will be developed at the undergraduate and 
graduate level: what Moher and Cobey have called a “core syllabus” (Moher and Cobey 
2021, 1535). Asking researchers to try to absorb and apply all of this information at the 
point of grant application is likely to generate frustration and shallow engagement, as 
material becomes outdated or forgotten over the award timespans. While the initial 
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federal and institutional investment in this support and training might be at a higher 
dollar amount in the short term, it will save money in the long term: first, because it 
will promote good research practices that avoid previously discussed issues like data 
corruption, loss, or usability, and second, because researchers who know how to do 
RDM can teach and help other researchers.

The key, as we have endeavoured to suggest, is people. RDM standards and 
regulations that limit themselves to technical considerations will miss the forest for the 
trees. There is no question that platform, software, and tool choices will significantly 
affect the way in which project data is organized, described, and accessed, and as we 
have discussed at length, funders and institutions must be prepared to support tool use 
that is compatible with a diverse range of humanist data. At the same time, they cannot 
forget that data are produced, by people, and through labour. While there is a critical 
need for improved access to research tools and infrastructure, technology alone cannot 
fully address researcher needs. Funded human experts who can provide support and 
guidance are equally important.

Conclusion
We have attempted to provide an assessment of RDM that acknowledges some of the 
challenges while highlighting possible areas for researcher success. While it is critical 
that humanists be provided with the support (in terms of both funding and people) 
to allow them to do good RDM and produce data that are usable—without imperiling 
other more traditionally humanist project areas—we have argued that humanist 
training makes humanists particularly prepared to ask difficult questions like “what 
are my data?” and “how should this project be designed?”

Nevertheless, it is clear that funders and other affiliated organizations involved in 
the RDM process need to continue to direct funding and enquiry towards developing 
sustainable RDM processes, including assessing how they can support humanists in the 
production of high quality data; engaging with different communities of practice with 
an eye towards both methodology and ethics; adopting RDM and DMP protocols that 
are open to a diverse array of humanities data; and establishing practices that provide 
humanists with the time, tools, and people to design projects carefully, experiment 
with different practices of production, and fund the requisite labour for added RDM 
components. In sum, this article does not regard RDM as a settled matter, but rather 
as one that will require ongoing consultation, development, and revision. We provide 
these recommendations with the hope they will supply humanist researchers (and the 
institutions and agencies that support them) with an outline of the considerations 
involved in approaching data work as method, concept, and practice.
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