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Judging Journals: How Impact Factor and Other 
Metrics Differ across Disciplines

Quinn Galbraith, Alexandra Carlile Butterfield, and Chase Cardon*

Given academia’s frequent use of publication metrics and the inconsistencies in metrics 
across disciplines, this study examines how various disciplines are treated differently 
by metric systems. We seek to offer academic librarians, university rank and tenure 
committees, and other interested individuals guidelines for distinguishing general 
differences between journal bibliometrics in various disciplines. This study addresses 
the following questions: How well represented are different disciplines in the indexing 
of each metrics system (Eigenfactor, Scopus, Web of Science, Google Scholar)? How 
does each metrics system treat disciplines differently, and how do these differences 
compare across metrics systems? For university libraries and academic librarians, this 
study may increase understanding of the comparative value of various metrics, which 
hopefully will facilitate more informed decisions regarding the purchase of journal 
subscriptions and the evaluation of journals and metrics systems. This study indicates 
that different metrics systems prioritize different disciplines, and metrics are not always 
easily compared across disciplines. Consequently, this study indicates that simple reli-
ance on metrics in publishing or purchasing decisions is often flawed.

Introduction
Bibliometrics, statistics used to measure the significance of academic sources, have been in use 
since well before the existence of online publications. One of the most popular bibliometrics is 
the Journal Impact Factor (JIF). Since JIF’s creation in 1975, the academic world has become irre-
vocably saturated with bibliometric data. One recent study found that 87 percent of universities 
supported using Impact Factor in promotion and tenure evaluations with no reservations, 13 
percent supported it with some reservations, and no universities opposed using the Impact Factor 
to evaluate scholarship quality.1 Impact Factor and other similar metrics are used by universities 
and other groups to make decisions about individual performance regarding funding, tenure, 
and research quality.2 Similarly, research librarians are increasingly responsible for providing 
bibliometric information to their academic communities.3 Journals, articles, and scholars can 
all seemingly be defined by a few simple numbers. However, the use of bibliometrics in the 
academic world creates complications because a simple number cannot sum up the entirety of 
a scholar’s impact, and interdisciplinary differences create strong distinctions in disciplines’ 
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metrics values.4 Given these limitations, scholars are increasingly suspicious of using biblio-
metrics, and some have suggested that the academic community give up the journal metric 
system entirely.5 However, most scholars, including the authors of this study, agree that journal 
metrics should not be abandoned altogether but should be used with caution and in reference 
to each other.6 Two established facts therefore emerge from the literature: measuring research 
by metrics is somewhat flawed, but metric systems retain value and will continue to be used. 

Since metrics will still be used, and the “simple-minded comparison” of two metrics “will 
give meaningless results unless the indices are properly corrected for the fact that different 
science fields have different citation habitudes,” our study examines the disciplinary differ-
ences between journal metrics in the databases of Scopus, Eigenfactor, Web of Science, and 
Google Scholar.7 Previous research has suggested that these databases have been growing 
consistently and with enough stability to allow for a cross-disciplinary study of them such 
as this one.8 Although not all of these metric systems claim to offer metrics for all disciplines, 
they are frequently used as if they do, thus indicating a need for research like this. Impact 
Factor, for example, has asserted that it should not be used for Humanities journals, yet, in 
our experience, Humanities professors and students still attempt to use Impact Factor to as-
sess their work.9 While previous scholars have offered their own systems for attempting to 
normalize disciplinary differences in bibliometrics, these systems are often complex and are, 
in the end, essentially unused.10 Therefore, we seek to offer academic libraries, rank and tenure 
committees, and other interested persons some simple trends for distinguishing the general 
differences between journal metrics in various disciplines. Our research also suggests which 
disciplines are best represented by which metrics systems.

For librarians, metrics usage is critical. Subject librarians may use metrics when deciding 
what journals to purchase, or they may use them in connection with conducting their own 
research or offering research help to others. Librarians who work closely with faculty have 
to be able to inform faculty on how to evaluate publications and journals in terms of impact 
and usage; this is particularly true for newer faculty seeking tenure, who have to be able to 
make a case for the significance of their scholarship. In administration, librarians may be 
asked to make rank and tenure decisions based on metric-based information. A library that 
uses metrics efficiently has a better, more expansive role in its academic community.11 In our 
experience, many faculty are unaware of the most relevant metrics systems in their field, and 
even academic librarians are often unsure of how to interpret metric data. This perceived gap 
was noted in 2016 by Malone and Burke, who found that academic librarians often needed 
to know about metrics systems but did not.12 If more academic librarians educate themselves 
in this area, they will be more valuable to their academic and professional communities. 
Thus, the results of this study should help librarians counsel both new and seasoned faculty 
in choosing, using, and publishing in the academic journals most relevant to their own field. 
We seek to offer a quick, concise guide to bibliometrics for those current subject librarians.13

This study addresses the following two questions: How well represented is each disci-
pline in the indexing of each metrics system (Eigenfactor, Scopus, Web of Science, and Google 
Scholar)? How does each metrics system treat disciplines differently, and how do these dif-
ferences compare across metrics systems? In order to cover a wide range of disciplines, the 
following areas were addressed: finance, management, chemical engineering, mechanical 
engineering, psychology, economics, communication, philosophy, English, law, teacher edu-
cation, education leadership, biology, exercise science, chemistry, and statistics. 
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Overview of Metrics
It is advantageous to offer a simple definition of each of the metrics referenced in this study. 
First, Web of Science calculates Impact Factor for a journal to measure the frequency with 
which an average article in the journal has been cited in a year; this is calculated by dividing 
the number of times articles were cited by the number of citable articles and is based on a two-
year period.14 Five-year Impact Factor is the impact when articles’ influence is considered over 
a five-year period. It is calculated by dividing the number of citations a journal receives from a 
year by the total number of articles published from the last five-year period.15 Google Scholar’s 
h-index factor is the maximum value of h such that the journal has published h number of 
papers that have each been cited at least h times.16 For example, if a journal has published fifty 
papers that have been cited fifty times, the h-index value of the journal would be 50, regard-
less of how many other less-cited papers have been published therein. Source-Normalized 
Impact per Paper (SNIP) is the ratio of a source’s average citation count and the number of 
citations that the journal might expect to receive based on its field.17 SCImago Journal Rank 
(SJR) is the average number of citations received during the year per document published 
in that journal in the previous three years and is weighted based on journal prestige.18 The 
organization Scopus produces two different metrics for understanding journal prestige. Sco-
pus CiteScore reflects the average yearly number of citations of recent articles published in a 
journal; it is calculated by taking the number of citations from one year of articles published 
in the last four years, then dividing that value by the number of articles published in those 
four years.19 Scopus’s other metric, the Scopus CiteScore Percentile, indicates how a journal 
ranks relative to other journals in its field. Eigenfactor also produces two metrics. Eigenfactor 
Score is the number of citations received from a journal’s publications released in the last five 
years compared to total number of articles. Based on that value, Eigenfactor Article Influence 
Score is the average influence of any given article from that journal over the first five years of 
publication.20 Overall, although strong similarities exist between the metrics, each bibliometric 
accounts for article and journal prestige slightly differently, thereby allowing for comparative 
studies such as this one.

The first popular metric system established in the academic world was Web of Science’s 
Journal Impact Factor (JIF), which paved the way for future metrics systems. While being 
the first major and most common of the journal metrics, Impact Factor is easily skewed and 
therefore problematic.21 Impact Factor provides quick information about a journal, but it only 
considers citations within two years’ time, does nothing to distinguish specific article qual-
ity, and sometimes will unintentionally rate review articles better than original research.22 
Furthermore, Impact Factors are underprovided for many subject areas, including those in 
the arts, humanities, natural sciences, and social sciences.23 

Two later metrics systems, Scopus and Eigenfactor, are comparable to the Impact Fac-
tor.24 Eigenfactor, which was created to limit the impact of self-citation on metric score, ranks 
journals by looking at both the citations and their source, so and Eigenfactor score indicates 
a journal’s importance in the scientific community with reference to both quality and size.25 
Similarly, Scopus attempts to account for both overall influence and citation.26 Scopus has 
been noted for covering a greater range and number of subject matters and journals than 
Web of Science.27 Based on Scopus, the SJR (Scimago Journal Ranking) score is created using 
both citation count and overall influence.28 The SNIP (Source-normalized Impact per Paper) 
score, which is also Scopus-based, measures a journal’s contextual citation impact, account-
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ing for characteristics of the journal’s subject field.29 By accounting for field tendencies, SNIP 
is therefore meant to allow for easier comparisons across fields, although it does not account 
for self-citation or review articles.30 Scopus and Eigenfactor therefore challenge Impact Factor 
in a way that has allowed for greater comparison of metrics, particularly across disciplines.

The most recent metric to emerge is provided by Google Scholar. Google Scholar’s da-
tabase is known for having the greatest number of citations indexed, although this can be 
complicated to interpret since Google Scholar has a higher tendency to include sources that are 
less academic.31 Google Scholar also fails to account for self-citation and duplicates.32 Google 
Scholar is, however, significantly better than Scopus and Web of Science at finding journals 
in foreign languages and in the fields of the humanities, social sciences, business, engineer-
ing, and economics.33 It is also known for being geographically neutral, compared to Web of 
Science’s American bias and Scopus’ British bias.34 Despite being newer to the metrics world 
and having some limitations, Google Scholar has therefore begun to gain popularity.

A final growing area of metrics is the field of altmetrics, ways of measuring scholar-
ship’s popularity that are not based on typical academic avenues. This can take the form of 
news attention, number of views, sharing on social media, etc. Recent research has begun to 
be increasingly interested in the field of altmetrics. However, a study by Costas, Zahedi, and 
Woutor indicates that altmetrics are still not widely used in academic circles, and Thelwall’s 
research indicates that altmetrics can be just as problematic as traditional bibliometrics.35 
Given these complications, our study focuses solely on comparisons between bibliometric 
systems. A 2014 study by Alhoori and Furuta introduced the “Journal Social Impact” score, a 
way of measuring an article’s popularity among sources like Facebook, Reddit, and Pinterest; 
the authors found a high correlation between their score and traditional bibliometric scores, 
suggesting some relationship between the two.36 On the other hand, this relationship has been 
somewhat complicated by Garcia-Villar’s more recent study, which presents a more nuanced 
connection between biblio- and altmetrics.37 In some instances, altmetrics can even be used 
to predict future bibliometric success of journal articles.38 This suggests that future research 
may need to take altmetrics into account when comparing bibliometrics—particularly since 
Thelwall found that altmetrics also varied strongly by discipline—but analysis of altmetrics 
was beyond the determined scope of this study.39

Literature Review
Significant research has been done to understand the relationship between the different met-
rics ranking systems. A strong correlation exists between Impact Factor and both Scopus and 
Eigenfactor, which has led some scholars to conclude that either Scopus or Eigenfactor could 
be used comparably.40 One study suggests that SJR and Impact Factor have a high correlation, 
but the correlation between Eigenfactor and Impact Factor is not nearly as high.41 SJR tends to 
concentrate highest scientific influence in fewer journals compared to the Impact Factor.42 A 
study related to journal purchasing suggests that Scopus may provide more accurate metric 
information for the health sciences, while Web of Science may be more valuable for other 
disciplines.43 Another new potential emerging metric system is the Journal Citation Indicator, 
released in 2021 in an attempt to normalize variations between academic fields.44 However, 
this new metric has not been considered in this study, which rather seeks to understand the 
relationships between more long-standing and widely used metrics. Ultimately, different 
metric systems have different disciplinary preferences and different theoretical backgrounds, 
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so they are calculated in different ways, meaning that using a combination of metrics systems 
is best.45 Consequently, we decided that this study would compare different metrics systems 
across various disciplines to understand how the metrics systems and disciplines may be 
interpreted alongside each other. While some other studies have attempted to understand 
individual disciplines’ relationships to metrics or have attempted to compare one metric to 
another,46 our study is unique in its comparison of multiple metrics systems simultaneously and 
its desire to understand how metrics compare to each other across many different disciplines.

Some comparison of journal metrics by discipline has previously been undertaken, both 
in the field of higher education generally and in specific fields. Although none have been as 
comprehensive as this study, which includes comparisons between disciplines across aca-
demic fields, valuable insights have been gained from this previous work. For example, in 
the field of communication, Repiso-Caballero and Delgado-López-Cózar found that Google 
Scholar accounted better for journals in non-English languages than Scopus and Web of Sci-
ence; Google Scholar also doubled the number of journals available compared to Scopus and 
tripled compared to Web of Science.47 In the fields of communication and chemical engineering, 
Impact Factor, h-index, and Eigenfactor scores from different metric databases are all highly 
correlated with each other.48 On the other hand, in the nuclear medicine field, despite finding 
a strong similarity between Google Scholar, Scimago, and Web of Science, Zarifmahmoudi et 
al. found Google Scholar and Web of Science to be missing journals, particularly non-English 
journals.49 In the fields of anatomy and morphology, Web of Science, Eigenfactor, and SJR all 
ranked journals differently.50 The fields of occupational therapy, anatomy, and morphology 
reported similar changes in ranking by database.51 A variety of other subject-specific studies 
such as these have been conducted.52 One of the most valuable studies has been Meaningful 
Metrics, which discusses disciplines individually in terms of their use of metrics but does 
not compare metrics more specifically.53 Another valuable comparative study is Wouters et 
al.’s study, which provides a literature review of studies comparing Web of Science, Scopus, 
and Google Scholar.54 These previous studies are helpful in understanding the multitude of 
complexities that exist in comparing journal metrics, but their incomprehensive nature ne-
cessitates a study such as this one, which combines different subject areas to create a more 
holistic, comparative picture. 

Many studies compare disciplines that are closely related to determine differences in 
metric rating systems. Lillquist and Green, for example, analyzed various science fields and 
found that physics, biology, and chemistry had the highest h-index values and significantly 
out-published mathematics faculty in both quantity and h-index ranking.55 Similarly, Batista 
et al. found that physics publications ranked highest based in regard to metrics, followed by 
chemistry, then biology, then mathematics.56 Kamdem et al. found pharmacology as the field 
with the most scientific productivity, followed by biochemistry, then physiology and biophys-
ics.57 These studies indicate that different fields, including closely related fields, are ranked 
differently in their metric evaluations. Comparing fields therefore requires an understanding 
of the general trends in the different rankings. Based on this research, we expect to see strong 
differences between how each discipline is treated by each metrics system, because of both 
the differences in discipline publishing tendencies and the differences in the metrics systems 
themselves. Understanding these differences will be invaluable in understanding how metrics 
systems can be of better use to the academic community, and it will indicate how individual 
librarians and academic libraries can best use metrics.
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Methodology
At the beginning of this study, we compiled a list of universities with ARL libraries, as this 
was determined to be a satisfactory indicator of stellar research quality.* From this list, we cre-
ated a sublist of universities of approximately the same size, student makeup, and research 
output as the authors’ university. This was done in the hopes of considering three universities 
with comparable research quality, output, and goals. From this shorter list, three universities 
(Brigham Young University, the University of Texas at Austin, and Virginia Tech) were selected, 
one being the researchers’ own university and the other two being selected randomly from the 
list of comparable ARL library universities. Based on the first university, Brigham Young Uni-
versity, two departments were randomly selected from each college, colleges being employed 
to allow for a wide range of academic areas of research. We attempted to use the same depart-
ments from each university, although this was not always possible.† Using a random stratified 
sampling model, 10 full or associate professors were randomly selected from each previously 
determined department. Faculty members were only chosen if their curriculum vitae (CV or 
vita) were available either on their university website or via Google Scholar.‡ This gave us 
approximately 160 faculty members per school, yielding an approximate total of 480 faculty.

Influenced by the study of engineering metrics by Lillquist and Green, which analyzed 
only tenured professors due to the potential differences in rank, we chose to look at only full 
and associate professors, since associate professors have expertise and publishing experience 
comparable to that of their full professor counterparts.58 Furthermore, including associate 
professors in our sample size allowed for a larger sample and let us include departments 
that had fewer full-rank professors. While some assistant professors are well published, we 
decided against using assistant faculty members, since many of them have not had sufficient 
time in their position to publish extensively. We aimed for choosing professorial positions 
with a significant number of publications so that more journals would be available for our 
list; our ultimate goal was a large, random selection of academic journals.

Once we compiled a list of teaching faculty with online vitas, student research assistants cre-
ated a spreadsheet listing each article that was published by a faculty member in a peer-reviewed 
journal. This required the students to look up each individual journal online to make sure it was 
peer-reviewed. All of this was done in an effort to get a list of journals in which faculty of various 

*  Arguably, a number of other qualifications could have been used to determine research quality of university. 
The Carnegie Classification of Institutions of Higher Education, for example, may have also been a good choice. 
However, given our interest in how metrics can apply to academic librarians, we chose to use an indicator based 
on stellar academic libraries. 

†  In some cases, departments could not be matched exactly. BYU’s Exercise Science department was paired 
with University of Texas’ Kinesiology and Health Education Department and Virginia Tech’s Human Nutrition, 
Food and Exercise Sciences Department. The biology departments of BYU and Virginia Tech were paired with 
the University of Texas’ Integrative Biology department. In the field of Education, the departments used for BYU 
were Teacher Education and Educational Leadership and Foundations, the departments for the University of Texas 
were Curriculum and Education and Educational Leadership and Policy, and no department distinctions were 
made for Virginia Tech (all faculty were chosen from their entire School of Education). Furthermore, Virginia Tech 
did not have a law school, so results for Law are calculated solely from the BYU and University of Texas data.

‡  The number of faculty members without online CVs varied widely, based on department and university. Seem-
ingly, some departments prioritized or required listing an online CV; this meant that in some cases, students could 
use the first ten randomly selected professors from the department. On average, students estimated that 15–20 per-
cent of the first ten professors selected in a department would not have a CV available online or on Google Scholar.



894  College & Research Libraries November 2023

disciplines published their work. For each journal in the list, student research assistants found the 
metrics from Eigenfactor (including Eigenfactor score and Eigenfactor Article Influence Score), 
Scopus (Scopus Cite Score, Scopus CiteScore Percentile, SJR, and SNIP), Web of Science (Impact 
Factor and 5-year Impact Factor), and Google Scholar (h5-index score). When no metric existed 
for the journal, the field was marked as blank. In the end, our study was able to examine 8,418 
unique journals. Data for this study was collected from January to August of 2020.

In cases where the curriculum vitae of the faculty member was not accessible online but 
a verified Google Scholar profile was available, the list of publications was taken from the 
Google Scholar profile. This allowed us to include a larger pool of faculty and, ultimately, a 
greater number of journals. If the faculty’s publication information was not available online 
in any form, a different faculty member from the department was randomly selected. This 
created some selection bias in favoring faculty members with their list of publications online, 
but this bias was deemed necessary for the overall sake of the research.

Our study was limited to universities inside the United States. Although this may be 
considered a limitation and further study should be performed to compare other countries’ 
metrics, we considered our geographical boundaries a strength. By choosing a singular country 
to study, we controlled for cultural and country-based influences that could arise by studying 
universities of multiple countries, especially given that publishing requirements can vary so 
extensively by country. We performed statistical analyses to ensure that different universities 
did not affect the bibliometric result and found no significant effect.

Our statistical analysis was conducted based on the colleges we picked, since each college 
essentially represented a different area of scholarship. There was obviously some range in values 
by department, as is evident in figure 1 below. This chart is provided to demonstrate the variance 
that existed across departments. Impact Factor was chosen as a metric of comparison, but any 
metric could have fulfilled this function. Scholars from each of the specific departments may find 
this chart of interest to see how their department compares to their college as a whole, as well as 
to the other departments outside of their college. This range demonstrates that each subject area 
should be conducting its own area-specific research regarding bibliometrics, since a broad study 
like this one cannot cover all the idiosyncrasies of each field. The discipline of statistics may be a 

FIGURE 1
Mean Impact Factor by Department
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particularly problematic area because statistics faculty tend to publish in a wide variety of fields. 
However, we believe that the range represented in the departments allows for a better representa-
tion of each college, so we performed our statistical analyses on colleges instead of departments.

Results & Discussion
Part 1: How well-represented is each discipline in the indexing of each metrics 
system?
The results of this table indicate how well each discipline is indexed by metric system. Scholars 
from each discipline may benefit from this table, as it indicates which metric system has the 
best coverage for each disciplinary area. For example, scholars in the humanities will benefit 
from using Google Scholar (51%) or Scopus (48%) when looking for metrics, especially when 
compared to the more limited humanities coverage that Eigenfactor and Impact Factor pro-
vide. This table is also helpful in drawing general trends regarding the journals covered by 
metrics systems. Based solely on the overall percentage, Eigenfactor has the smallest percent-
age of journals indexed, followed by Impact Factor. Interestingly, the metrics system with the 
highest percentage of journals classified is Google Scholar, the newest metric of the group. In 
fact, Google Scholar has the highest percentage of journals classified in the areas of physical 
science, humanities, social science (tied with Scopus), education, engineering, and law, so 
scholars from all those areas may benefit most from referencing Google Scholar. Compared 
to other metrics systems, Google Scholar’s high coverage of law journals (60%) is particularly 
impressive. In comparison, the fields of business, life sciences, and fine arts may consider 
consulting SJR or SNIP instead (although for both disciplines the difference between these 
systems and Google Scholar is only 1-2% and is therefore perhaps negligible).

Overall, these results indicate the emerging dominance of Google Scholar in the world of 
academic metrics. Google Scholar and Scopus lead the metrics systems in every area, at least in 
regard to the percentage of journals classified. This brings up the question of whether scholars 
are overrelying on metrics systems that are becoming increasingly irrelevant. If Eigenfactor 
and Web of Science cannot keep up with the percentage of journals indexed, are they worth 
consulting? This is particularly relevant given accessibility to the systems. One 2019 report 

TABLE 1
Percentage of Journals Represented in Each Database, Categorized by Discipline Type

Eigenfactor Eigenfactor 
Article 
Influence

Scopus 
Cite 
Score

Scopus 
CiteScore 
Percentile

SJR SNIP Impact 
Factor

5-year 
Impact 
Factor

G 
Scholar 
h5-index

Average

Physical Sciences 71% 71% 78% 78% 79% 79% 74% 72% 80% 76%
Humanities 13% 16% 48% 48% 49% 48% 17% 17% 51% 34%
Social Sciences 68% 70% 78% 78% 79% 79% 72% 71% 79% 75%
Education 24% 27% 47% 47% 48% 48% 30% 28% 55% 39%
Engineering 71% 71% 78% 78% 79% 78% 77% 75% 81% 76%
Business 56% 57% 70% 70% 71% 71% 62% 59% 70% 65%
Life Sciences 76% 76% 84% 84% 85% 84% 82% 79% 84% 82%
Fine Arts 33% 35% 60% 60% 60% 60% 38% 37% 58% 49%
Law 34% 34% 40% 40% 40% 40% 38% 34% 65% 41%
Overall 58% 60% 72% 72% 73% 72% 64% 61% 74%
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states that the annual subscription price of Web of Science was over $212,000, compared to only 
$140,000 for Scopus.59 In comparison, Google Scholar’s statistics are free. Google Scholar’s thor-
ough coverage across all disciplines is a major strength, and its universal availability makes it 
highly useful for scholars of all levels of education. At the same time, however, Google Scholar 
sometimes picks up on sources that are non-academic, and it is somewhat error-ridden, so the 
reliability of its journal classifications may need to be evaluated. Thus, Google Scholar’s overall 
worth may need to be reevaluated in future years, and other metrics systems may need to make 
some changes in order to better compete in the field of academic metrics. 

This table also has implications for how well journals are being indexed overall. Across 
all metrics systems, the best indexed field was the life sciences at 82 percent, followed closely 
by the physical sciences and engineering at 76 percent and the social sciences at 75 percent. 
Business was also fairly well indexed, with more than half the journals indexed in every met-
ric system. All the other disciplines—fine arts, law, education, and humanities—averaged at 
less than half indexed. These numbers are somewhat startling, given academia’s generally 
high reliance on numbers and metrics in determining quality. The statistics indicate a strong 
preference for indexing science-based fields compared to other areas of study. Arguably, 
non-science-based fields and the soft sciences tend to rely less on bibliometrics to determine 
quality.60 However, this discrepancy notes a large problem of using metrics in academia: not all 
the journals are classified. With the highest rate of classification at 82 percent, the full range of 
academic journals in a discipline is not being wholly represented, so the system is inherently 
biased. It also strongly favors science-based disciplines, leaving other fields highly limited in 
their ability to judge the quality of their publications based on metrics. Thus, this underrep-
resentation of some disciplines should be fully considered when using the metrics systems.

Part 2: How does each metrics system treat disciplines differently, and how 
do these differences compare across metrics systems?
As evident in this table, discipline has a strong effect on bibliometric values.61 Engineering, 
business, and the sciences (social, physical, and life) all consistently had the highest metric 

TABLE 2
Metric Averages for All the Journals from Each Discipline. Significance Was p < .001 for All Metrics 

except SNIP, Which Was Insignificant with a P Value of .803
Eigenfactor Eigenfactor 

Article 
Influence

Scopus 
Cite 
Score 

Scopus 
CiteScore 
Percentile 

SJR SNIP Impact 
Factor 

5-year 
Impact 
Factor 

G 
Scholar 
h5-index

Physical Sciences 0.082 1.91 7.47 76.96 1.9 3.2 4.81 5.15 58.11
Humanities 0.062 1.6 2.03 70.07 0.75 1.16 3.01 3.54 16.36
Social Sciences 0.035 1.8 5.34 78.03 2.01 1.75 3.53 4.17 44.3
Education 0.013 0.81 2.81 72.76 1.06 1.51 1.98 2.59 24.88
Engineering 0.09 1.45 8.57 80.02 1.86 1.57 5.36 5.59 62.13
Business 0.019 2.08 5.28 79.85 2.82 2.17 3.17 4.36 42.15
Life Sciences 0.053 1.71 6.67 76.62 1.85 1.48 4.37 4.77 50.58
Fine Arts 0.006 0.74 2.92 76.79 0.92 1.32 1.98 2.54 25.33
Law 0.008 1.18 2.14 69.36 1.18 1.12 1.82 2.09 22.1
All Departments 0.058 1.66 6.15 77.06 1.8 1.88 4.19 4.67 47.3
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values. Engineering almost always was the field with the highest metric value. Fine arts, law, 
and education were all consistently quite low, while the comparative humanities value varied 
strongly depending on the metric. While humanities had the second highest Eigenfactor value, 
it also had the lowest Scopus Cite Score. Thus, it is impossible to make direct comparisons 
between disciplines using metrics, as a hard science field will naturally have a significantly 
higher metric value than a humanities, education, or law. Even comparing metrics across one 
discipline will be problematic.

It is important to note the strong differences between each metric system. Despite having 
some similar goals, each metric system is ultimately unique. Figure 2 below demonstrates the 
level of comparability between the different metric systems. Darker colors and larger dots 
correspond with a higher level of correlation, and no negative correlations were found. The 
highest correlation existed between Eigenfactor Article Influence Score and SJR, as well as 
between Eigenfactor Article Influence Score and the Impact Factors. The Impact Factors were 
also highly correlated with Scopus Cite Score. This is consistent with previous research, which 
found high correlation between Impact Factor, Eigenfactor, and Scopus, suggesting that these 
metrics might be used comparably.62 Interestingly, SNIP had almost no correlation with the 
other metrics. While correlation does not necessarily equate with reliability, the consistency 
between Impact Factor, Eigenfactor, and Scopus is somewhat encouraging in regard to the 
future of the metrics systems. At the same time, the lack of consistency between some metrics 
is alarming, since it shows that measuring quality using metrics can be highly problematic. 
Although the use of metrics and numbers may seem entirely objective, clearly this is not an 
entirely consistent system.

One of the biggest trends in 
our data, which is consistent with 
what might be expected, is that 
fields that are more closely tied to 
the sciences nearly always have 
higher metric measurements than 
less scientific fields, regardless of 
the type of metric. Education, Fine 
Arts, Law, and Humanities all 
consistently had lower metrics, and 
they were less represented overall 
in metric systems. It is important 
that university rank and tenure 
committees note this important 
disciplinary difference. Publishing 
is obviously an important part of 
rank advancement, and having 
good metrics can make a significant 
difference for a faculty member, so 
it is critical to understand what is 
considered a good metric for each 
discipline. Similarly, librarians 
purchasing access to journals across 

FIGURE 2
Correlation between Metric Systems
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fields should note that the metrics values will vary based on discipline. Higher metric scores 
may be more consistent for the sciences, business, and engineering, so a humanities, law, edu-
cation, and fine arts journal should not be dismissed simply because their metric values seem 
lower in comparison; similarly, just because a journal is not included in a metric system does 
not necessarily mean that it is of lower quality than an indexed journal. Furthermore, with such 
vast discrepancies in the metrics, any comparisons must be undertaken with much caution.

Limitations
A primary limitation of our study is that our data was only conducted for scholars publishing 
in the United States. Consequently, the majority of the journals included were written in Eng-
lish. Given that some databases have limited coverage of non-English journals and some dis-
ciplines rely more heavily on foreign language publications, it is likely that our study’s results 
are inaccurate in regard to non-English journals. Further studies should include international 
universities in their data in order to offset any national or linguistic bias that may occur. An 
additional limitation of our study is that we only looked at faculty members who had their 
list of publications available online. This may preclude examination of less tech-savvy faculty, 
who may publish more often in certain journals. While our study was intended to examine 
differences by discipline and therefore should not be overly affected by this limitation, there 
remains the possibility that limiting our sample to only faculty with their publications listed 
online caused a difference in our results.

We recognize that a major limitation of our study is its generality. After all, each discipline 
that we have compared contains a variety of subfields and specialties, each of which may have 
its own differences in how they are treated by journal metrics, and we only compared a few of 
many disciplines.63 Furthermore, many areas of research overlap with each other or may not 
be easily defined within one discipline.64 These difficulties warrant further research beyond 
the scope of this study, in that our primary goal was to offer a general overview compari-
son of the differences in journal metrics by discipline. We recommend that every discipline 
undertake a study of its subdisciplinary differences in journal metrics, as has been done in 
engineering and other fields.65

Conclusion
Our study identifies some interesting trends in publishing metrics across disciplines—trends 
that will be useful to academic librarians in advising their faculty on publications and in work-
ing on publications of their own. We found that the fields of business, engineering, and the 
sciences tend to have higher publishing metrics and a greater representation in bibliometric 
systems than fine arts, humanities, and education. Different metric systems’ treatments of the 
various disciplines produced distinct results. The biggest takeaway from our study is the huge 
discrepancy between disciplines, which prevents comparing their bibliometrics. The metrics 
system is not consistent, and it is ultimately an imperfect way to measure research quality. 
More research and scholarship will be necessary to understand the flaws in this system more 
fully, but our study provides some initial backdrop of how interdisciplinary differences impact 
journal metrics. Our results demonstrate that librarians as well as scholars and administrators 
must be careful in their treatment of metrics. No metric system can be considered an ideal 
measurement of quality, and all metric systems should be used with caution and careful at-
tention to how different disciplines are treated differently.
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Appendix
FIGURE 3

Eigenfactor Average by Discipline (p < .0001)

FIGURE 4
Eigenfactor Article Influence Score Average by Discipline (p < .0001)
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FIGURE 5
Scopus Cite Score Average by Discipline (p < .0001)

FIGURE 6
Scopus Cite Score Percentile Average by Discipline (p < .0001)



Judging Journals  901

FIGURE 7
SJR Average by Discipline (p < .0001)

FIGURE 8
SNIP Average by Discipline (not statistically significant)
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FIGURE 9
Impact Factor Score Average by Discipline (p < .0001)

FIGURE 10
5-year Impact Factor Score Average by Discipline (p < .0001)
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