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Abstract

Scientifically significant sites are the source of, and long-term repository for,

considerable amounts of data—particularly in the natural sciences. However,

the unique data practices of the researchers and resource managers at these

sites have been relatively understudied. Through case studies of two scientifi-

cally significant sites (the hot springs at Yellowstone National Park and the

fossil deposits at the La Brea Tar Pits), I developed rich descriptions of site-

based research and data curation, and high-level data models of information

classes needed to support integrative data reuse. Each framework treats the

geospatial site and its changing natural characteristics as a distinct class of

information; more commonly considered information classes such as observa-

tional and sampling data, and project metadata, are defined in relation to the

site itself. This work contributes (a) case studies of the values and data needs

for researchers and resource managers at scientifically significant sites, (b) an

information framework to support integrative reuse at these sites, and (c) a

discussion of data practices at scientifically significant sites.

1 | INTRODUCTION

Scientifically significant sites are localities that have
attracted enough attention from researchers to merit special
administration and/or protection, as well as the preservation
of associated specimens and data collections. These sites are
logical and often efficient points for data curation (Karasti &
Baker, 2008; Millerand & Baker, 2010; Palmer et al., 2017;
Thomer, Wickett, et al., 2018). Many scientifically significant
sites feature corresponding museums, archives, and
research stations tasked with the long-term management
and curation of their associated data and artifacts, particu-
larly in the natural sciences. Notable examples include the

many research localities within the U.S. National Park
Service (NPS); ecological field stations such as those in
Long Term Ecological Research (LTER) network; and
county- or state-managed lands such as lakes, marshes,
and unique geological formations that are preserved for
both recreation and research. However, despite the preva-
lence of site-based memory institutions, the work of site-
based data curation has been relatively understudied and
undertheorized in information science, where data
curation research has primarily focused on the interests of
scholarly institutions and archives.

A clear understanding of data practices and data
properties at these sites is needed to support further data
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curation. Site-based data collections and scientific studies
represent a different paradigm of scientific investigation
than that of laboratory-based “bench science” or of the
“big science, little science” framing that sees data prac-
tices through the lens of team size and infrastructure
scale (de Solla Price, 1986). The closest corollary might be
collection-based science (Strasser, 2012), but this framing
does not account for the centrality of the site, and how
that impacts data practices and data collections. These
sites might be uniquely suited to facilitating the “integra-
tive reuse” (Pasquetto et al., 2017) needed for systems sci-
ence, but further work is needed to develop best practices
and infrastructures to support such research and curation
(Palmer et al., 2017).

To better understand and support data practices and
curation needs at scientifically significant sites, I compared
two case studies of site-based research and curation: geo-
biology research at Yellowstone National Park and paleon-
tology research at the La Brea Tar Pits. Both cases were
developed using participatory methods, in which I con-
ducted interviews and focus groups to understand what of
scientifically significant sites stakeholders most value in
their work. I then worked with stakeholders to develop
“minimum information frameworks” (MIFs) summarizing
their most needed and valued data. This research has
resulted in rich descriptions of the data practices of
researchers and resource managers at these sites, as well
as a high-level data model for future curation guidelines
and infrastructure development.

2 | BACKGROUND

Much of the prior work supporting the data curation
needs of scientifically significant sites has been
undertaken within the informatics-oriented corners
of site-based domain sciences (e.g., ecology, geology,
biodiversity). For instance, research conducted at (and
about) the LTER network and at independent biological
field stations has resulted not only in a number of meta-
data standards for the management of data from these
scientifically significant sites, notably the widely used
Ecological Metadata Language (EML; Michener et al.,
1997), but also significant research about the develop-
ment of standards and curation of data more broadly
(Brunt & Michener, 2009; Karasti et al., 2006; Karasti &
Baker, 2008; Millerand & Baker, 2010; Millerand &
Bowker, 2009; Ribes & Finholt, 2009). Additionally, the
biodiversity informatics communities have developed
standards such as the Environment Ontology (Buttigieg
et al., 2013), the Biocollections Ontology (Walls et al.,
2014), and Darwin Core (Wieczorek et al., 2012), all of
which enable the detailed, semantically rich description

of natural science data as well as the site from which
they are collected.

Within the information sciences, the focus has been on
the data practices (as defined by Cragin et al., 2010) of
domain scientists who work at these sites, rather than the
curatorial needs of those managing the sites. Much of this
research has focused on identifying barriers to data manage-
ment and sharing (e.g., Akmon et al., 2011; Borgman, 2012;
Borgman et al., 2007; Kowalczyk & Shankar, 2011; Stall
et al., 2019; Tenopir et al., 2018, 2020; Wallis et al., 2013) or
reuse (e.g., Darch & Borgman, 2016; Faniel & Jacobsen,
2010; Frank et al., 2015; Khan et al., 2019; Palmer et al.,
2011; Weber et al., 2013; Yan et al., 2020; Zimmerman,
2008). While this prior research lays an important founda-
tion to understanding the practices of the researchers work-
ing at these sites, it typically does not focus on the needs or
practices of the managers of the sites or on the workflows
necessary to build and sustain site-based data collections.
Here, I aimed to bridge that gap by studying the data
practices of the resource managers at scientifically signifi-
cant sites—the park rangers, data managers, collection
managers, and other staff who maintain the sites themselves,
as well as their research infrastructure, over time.

Particularly, I focused on what it takes to facilitate
integrative reuse of data at these sites. As Pasquetto and
co-authors (2017) noted, data integration takes different—
and often, more challenging—work than the independent
reuse of an individual dataset. In their words:

Reusing a single dataset in its original form
is difficult, even if adequate documentation
and tools are available, since much must be
understood about why the data were col-
lected and why various decisions about data
collection, cleaning, and analysis were made.
Combining datasets is far more challenging,
as extensive information must be known
about each dataset if they are to be inter-
preted and trusted sufficiently to draw con-
clusions. (Pasquetto et al., 2017, p. 4).

Integrative reuse is particularly challenging with “small
science” datasets: those collected by individual researchers
or small teams working on diverse projects and collecting
heterogeneously structured data (as opposed to the “big sci-
ence” of giant infrastructures such as the Large Hadron
Collider or Hubble Space Telescope, which is conducted by
large well-funded teams that often collect large amounts of
homogeneously structured data; Price, 1986). By some mea-
sures, small science research projects makeup 80% of all sci-
ence (Heidorn, 2008) and are expected to produce more
data over time than big science (Carlson, 2006). But because
of the complexity of its practice and culture, small science is
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very poorly served by curation and repository services
(Cragin et al., 2010).

Scientifically significant sites might present a rare sit-
uation in which these small science datasets can find an
easier road to integrative reuse. Although the range of
studies conducted at a given site might be large, scientists
are nevertheless collecting data from the same geospatial
region and geospatially linked phenomena. The site and
its unique physical qualities remain a common denomi-
nator and might facilitate distinct kinds of aggregation
and integration (Palmer et al., 2017; Thomer, 2017), par-
ticularly in support of “systems science” that considers a
natural system holistically (Yan et al., 2020).

One key to integrative reuse of site-based data is
the development of data standards that model the rela-
tionships between the site's characteristics and those of
the research conducted at the site. Data models are the
mechanism by which we represent information in a
sufficiently structured manner that a computer can
understand, and map the relationships between, the
roles and structures of objects and data (Kent, 1978).
Data models are additionally critical to developing
effective workflows between people and information
systems (Dennis et al., 2015), and semantic technolo-
gies (Fox & Hendler, 2009; Narock & Fox, 2012). Prior
work has shown that we must take the role of data
modeling seriously if we are to build next-generation
cyberinfrastructure; further, information modeling as
an analytic technique can illuminate critical problems
or quirks in data systems that must be addressed in
cyberinfrastructure (Sacchi & Wickett, 2012; Wickett
et al., 2012).

3 | METHODS: MULTISITE CASE
STUDIES DEVELOPED THROUGH
INTERVIEWS AND
PARTICIPATORY ACTION

To better understand the diverse data practices at scien-
tifically significant sites, I developed two cases of site-
based research and data: first, geobiology research and
resource management at Mammoth Hot Springs at Yel-
lowstone National Park and, second, paleontology
research and curation at the La Brea Tar Pits and
Museum in Los Angeles. Each of these sites is managed
by full-time curatorial and/or resource management staff,
who oversees the site's maintenance and facilitate
research access to the site. Each site also features associ-
ated data and/or specimen collections. Each case includes
two embedded subcases: the work of scientists con-
ducting research at the site and the work of curators and
resource managers at the site.

Cases were developed in part through the participa-
tory design of best practices for data curation, including
high-level data models called MIFs (see Palmer
et al., 2017; Thomer, Wickett, et al., 2018). Participatory
research methods are rooted in the idea that the best
way to understand something is to try to change it
(Lewin, 1943). As reviewed by Hayes (2011), research-
through-action places the researcher in an “ongoing dia-
logue” with the study community (rather than perhaps
imposing the researcher's will on a community) and
emphasizes the importance of sustainable change
toward an agreed upon goal or the fulfillment of a pre-
existing need (Hayes, 2011; Peters & Robinson, 1984).
My approach here is similar to that of those using par-
ticipatory design as part of the “infrastructuring” pro-
cess (Karasti, 2014).

At both sites, I conducted semi-structured interviews
with stakeholders about their data needs, priorities, and
wish lists and reviewed key data artifacts and documenta-
tion. I then collaborated with stakeholders to model data
collection and curation workflows (described in Thomer,
Weber, & Twidale, 2018) and to develop MIFs outlining
the data types they would ideally like to access and how
those data might be organized in a repository or database.
The collaboration took place through site visits, work-
shops, and remote meetings. Further details of data col-
lection are in Table 1.

Each case was analyzed using an “explanation build-
ing” logic (Yin, 2009), which is done through iterative
construction of narrative case reports, in which the
researcher makes an initial proposition, compares the ini-
tial findings of a case against that proposition, revises the
proposition, compares other details of the case against
the revision, and then compares this revision to the facts
of a second or more cases. This research was reviewed by
the University of Illinois Institutional Review Board and
found to pose no more than minimal risk to participants
and therefore was exempt from oversight.

4 | RESULTS

Next I present short case narratives of each site. I also
briefly present the MIFs I developed for each site, to facil-
itate the comparison to curatorial processes and data at
each site.

4.1 | Yellowstone case

The grounding case for this study—geobiology research
in the hot springs at Yellowstone National Park—was
initially identified and developed through work on the
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Site-Based Data Curation project (Palmer et al., 2017;
Thomer et al., 2014; Thomer, Wickett, et al., 2018). Yel-
lowstone is home to nearly 40,000 geothermal features,
such as hot springs and geysers, which are popular tour-
ist attractions. Many rare thermophilic (heat-loving)
microbes live in the superheated waters of these springs.
Research on these microbes has led to important break-
throughs in the field geobiology, as well as critical
advances in biotechnology (Fouke, 2011).

The “resource manager” stakeholder group at Yellow-
stone includes the park rangers working in the Research Per-
mitting Office, as well as information professionals working
in the archives, library, and natural history collections. The
researcher group includes visiting researchers from academia
and industry. Researchers must be granted a Scientific
Research and Collecting Permit before they can conduct
studies in the park. Resource managers and researchers pri-
marily interact with each other through this permitting pro-
cess and through annual reporting processes. All participants
in this study expressed a desire to create shared data collec-
tions. However, although researchers are asked to send their
data to the park after completing their projects, few do. My
conversations and MIF design focused on understanding
what each group needs from a data collection. Next, I
describe each stakeholder group's roles and data needs, and
then present the MIF we developed together.

4.1.1 | Resource manager roles and values:
Research support and permit condition
enforcement

The resource managers saw their roles as divided among
supporting researchers in their work, managing park
resources, and enforcing NPS permitting conditions and
regulations. They emphasized that their job is to protect
the park for recreational visitors as well as for researchers,
and that they are managers rather than project directors.
They felt comfortable enforcing current NPS guidelines,

but not developing their own: “The types of positions that
we have are managing the information that is given to us
but not necessarily determining what is important to get”
(YNP-RM-2).

Many of our conversations centered on issues of gov-
ernance, compliance, and enforcement: If data collection
or sharing standards were developed, who would be
responsible for enforcing them? Resource managers
noted that they already have problems enforcing existing
permitting conditions, largely because they have very lit-
tle leverage after a permit is granted:

This is the frustrating part of the permitting
process. It really focuses on what happens on
the front end, making sure that the person is
providing all the deliverables before and during
the [permit application] process and that they
are maintained, and not impacting resources
during their [fieldwork]. (YNP-RM-2).

That is, the only real enforcement mechanisms that
resource managers (particularly, the permitting staff)
have over visiting researchers is their ability to (a) deny
researchers a permit or (b) kick researchers out of the
park while they are conducting fieldwork (which is very
serious and would only be done for egregious safety viola-
tions or damage to natural resources). Resource man-
agers consequently had to come up with creative
workarounds to obtain the information they need for
their work. For instance, because they received so few
theses and papers sent back to them by researchers, they
turned to setting search alerts for Yellowstone:

I don't think we'd get 60% of the publications
we get if [YNP-RM-3] and I and the gals
didn't have Google Scholar alerts for Yellow-
stone. We went from having maybe 40–50 a
year submitted to over 120 because we are
actually looking for them. (YNP-RM-2)

TABLE 1 Data collection

Data collection category Yellowstone La Brea

Interviews and other stakeholder
engagement

Focus group with nine participants;
approximately 20 telecons with Yellowstone
resource managers; four follow-up
interviews w/researchers; one follow-up
interview with a resource manager

Interviews with 10 La Brea staff and 12
researchers who use the La Brea
collections and data; ongoing
collaboration with two core La Brea
staff; three site visits

Artifact inventory and workflow
modeling

Inventory and systems analysis of Fouke data;
workflow modeling of data collection
methods

Inventory of La Brea collections data
sources; data collection workflow
modeling

Notes: Data collection for the Yellowstone case was completed from 2013 to 2016. Data collection for the La Brea case was completed from 2015 to 2017 and

was designed to roughly mirror that of the Yellowstone case.

4 THOMER



4.1.2 | Resource manager data needs

Resource managers said that while primary data from
researchers would be ideal, they would be just as happy
with more information about research activities rather
than access to the data themselves—essentially, this
would be metadata about research activities going on in
the park as the “larger context” of data collection and
project activities (YNP-RM-4). Several resource managers
noted that they simply need to know where researchers'
data are being stored, and that they would like to store
copies of data management plans, especially if these
plans are already being written for various funding
agencies:

What would be helpful to get in the short
term … is the data management plan. What
are they going to do with the data when they
are no longer active and people and can't find
them anymore to ask directly? And I think
now that they're going to have to often decide
what repository they are going to put the data
in sooner rather than later. That could be
really useful. Because if they do retire and
they can't be contacted anymore by somebody
following up, we know at least where they
thought they were going to deposit that infor-
mation and that gives us a lead to provide to
the researchers. (YNP-RM-4)

Resource managers were also interested in data that
could help with strategic planning. Despite their not nec-
essarily being responsible for this sort of work, they rec-
ognized it as something that they need to support, if not
personally direct. These data would include a record of
how many projects had been conducted at different sites
so that the resource managers could better monitor the
impact of research activities on springs over time. Data
about the springs' structure and condition over time
would help in this work.

4.1.3 | Researcher roles and values:
Independence and access

Yellowstone researchers viewed the park as a “living lab-
oratory”—a place to conduct experiments and collect
data. Participants' research involved multiple kinds of
field observations (biological, chemical, physical, geologi-
cal, and genomic) and sample collection. Researchers val-
ued their ability to access data for broad, integrative
studies—while also wishing to control access to their per-
sonal data stores.

Occasionally tensions arose when researchers' goals
were seen as in conflict with the park's role as a site of
recreation. For instance, one Yellowstone permitting con-
dition requires that researchers must “carry out all
[research] activities out of public view” unless specifically
authorized otherwise. One researcher described having to
literally camouflage himself and his students and having
to duck out of view whenever a park visitor approached.
The researcher thought that this was excessive: Why not
let park visitors see that scientific research was active and
ongoing at the park? The resource managers, however,
wanted to ensure that the park visitors could see the
natural features—and did not get the idea that it was
acceptable or safe to venture beyond the boardwalk.

4.1.4 | Researcher data needs

Whereas the resource managers primarily wanted
metadata about projects and their impacts, researchers
identified concrete categories of primary data that are
highly reusable:

Genetic data. DNA and RNA sequences were unani-
mously seen as highly reusable, as well as next-generation
genomic and metagenomic data. Access to these data facil-
itated comparative studies across sites over time.

Basic geochemistry. Data about the hot springs—
particularly the water temperature and pH, and particularly
geochemistry data collected through well-established
methods, would be easier to reuse (or perhaps more trust-
worthy) than data collected through less commonly used
methods.

Photographs, at a range of scales. Researchers agreed
that simple point-and-shoot photographs of the spring
and sampling sites made it possible for them to quickly
assess site conditions at the time of sampling. Photo-
graphs also provided a basic understanding of how active
(or inactive) a spring was, and of other seasonal condi-
tions that might impact interpretation (e.g., snow cover,
microbial mat growth, etc.).

Context. Finally, researchers also valued some more
abstract qualities about their data, and about Yellowstone
as a site. The concept of “context” came up repeatedly;
well-contextualized data sets were more valuable and
usable than non-contextualized datasets. Context could
include information about data collection methods, envi-
ronmental conditions, or project goals and hypotheses.

4.1.5 | Yellowstone MIF

In synthesizing the data needs presented here, I worked
with site stakeholders over the course of a year to develop
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the following three-class data model. This model was
described in Palmer et al. (2017), but it is adapted in
Figure 1 to facilitate comparison with the La Brea case.
The three classes of information needed for both
researchers and resource managers include:

1. The Field Campaign class. This class contains meta-
data about a research project overall. Both stakeholder
groups agreed that information about projects was
important to capture, albeit for different reasons:
resource managers wanted these data to monitor the
use of a site over time, and researchers wanted the
data to provide context for integrative reuse.

2. The Hot Spring Structure class. This includes informa-
tion that characterizes the structure, geochemistry,
behavior, and extant of a hot spring over time. Infor-
mation in this class would allow researchers to inte-
grate data from many studies and would support
resource managers in monitoring springs over time.

3. The Sample Sites and Measurements class. This class
includes information about each sample or observa-
tion collected, as well as information about each spe-
cific sampling site, including unique contextual
information about each sampling site, such as the
sample site's appearance, water temperature, and

pH. As in the Hot Spring Structure class, this informa-
tion would help characterize each sample's specific
geochemical context, thereby facilitating data reuse
and integration.

Just as the researchers' and resource managers' inter-
actions center on the site, so do their data. The site and
its characteristics over time are foundational to integrat-
ing data from both groups. The Field Campaign class
includes the data primarily of interest to the resource
managers, whereas the Sample Measurements data are
primarily of interest to the researchers, but they could be
integrated via the characteristics of the sites themselves.

4.2 | La Brea case

The second site for this study, the La Brea Tar Pits, was
identified through my prior work as an excavator at the
site itself. Like Yellowstone, La Brea is a site of both
research and recreation. The La Brea Tar Pits are a clus-
ter of rich fossil deposits located in the heart of Los
Angeles, CA. During the ice age (�10,000–50,000 years
ago), plants, animals, insects, and other organisms
became trapped and fossilized in a quicksand-like mix of

FIGURE 1 The YNP minimum information framework
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oil and sediment at La Brea. An estimated 3–4 million
fossils, ranging from microfossils to mammoth bones,
have been recovered (La Brea Tar Pits FAQs, 2015). Exca-
vation is ongoing at La Brea, making it a popular
research locality for paleontologists, as well as a popular
tourist destination; the excavation sites are all in a public
park and viewable to passers-by. The fossil collections are
housed at the La Brea Tar Pits Museum, which is located
in the same city block as the fossil deposits. As one staff
member described it: “[I]t's a site museum. It's all here.
We're sitting on the environment; we're sitting on the fos-
sils. … [W]e have this opportunity to look at our field site
all the time” (RLB-Exc-1).

The resource managers at La Brea include the curatorial
staff at the museum, a team of staff and volunteer excava-
tors, and fossil preparators (who clean and curate the fossils
to be added to the museum collection). As at Yellowstone,
the researchers include the visiting researchers who come
to La Brea to collect data. While La Brea resource managers
must approve visiting researchers, the application process is
less formal than at Yellowstone. Resource managers at La
Brea play a much more involved role in data collection, as
well, described in the next section.

4.2.1 | Resource manager roles: Research
support and data curation

La Brea differs from Yellowstone in that the primary “data”
from the site—the fossils—are excavated and curated by
resource managers rather than visiting researchers.
Researchers visiting the site are typically there to work with
established specimen collections—not to collect their own
physical samples. Consequently, resource managers at La
Brea are much more involved in developing data collection
and curation standards than the resource managers at Yel-
lowstone. Of major concern is an ongoing curatorial back-
log; the rate of excavation has long exceeded the lab's
capacity to clean and curate bones, and there is a years-long
backlog of fossils awaiting curation. Thus, resource man-
agers are invested in developing cost- and time-efficient
workflows. One collection manager summarized this ethic:
“Work as you go, and don't create a backlog. That is my
goal” (RLB-CM-1).

Like their counterparts at Yellowstone, La Brea
resource managers were invested in making the site
accessible to the public. But rather than trying to hide sci-
entific work from view, the museum built exhibits
around the research at the site—including a “fishbowl”
lab in the middle of the museum, where visitors can
watch fossil preparation as it is done, and interpretive
signs around the excavation site. The resource managers
saw this outreach and interpretive work as an important

part of their job (while also expressing some exhaustion
at always being on display).

4.2.2 | Resource manager data needs

As at Yellowstone, the resource managers at La Brea val-
ued the site as a home for research, education, and tour-
ism and are consequently invested in supporting the site's
long-term sustainability and accessibility. However,
because much of La Brea's data—the fossils themselves—
are effectively managed as part of the site, La Brea
resource managers additionally valued their ability to
efficiently make that data usable to themselves and to
others. They particularly valued the following data types:

Inventory. The resource managers said that simply
“knowing what we have” is of high importance. Because
of the current backlog of fossils awaiting curation, they
have long been forced to estimate their holdings, which
makes future space and work planning challenging.

Preparation process records. In the past, the lab used one
consistent method in preparing fossils, and consequently,
there was little need to keep individual preparation (prep)
records. However, the prep lab recently changed its
methods, so the resource managers needed to track what
they were doing and create retrospective documentation for
the existing collection. This is particularly important given
recent interest in the collection by researchers doing proteo-
mics work; certain prep methods—and even certain storage
methods—might impact protein structures in the bones:

When I showed [the proteomics researcher]
the drawer of insects, he was like “Oh, are
those gelatin capsules?” I said, “Yeah.” He
goes, “Pig protein.” So, those are going to be
problematic when we try and get proteins
out of the insects … And, you know, he said,
“Don't change your practice right now,” and
he said it's just important for us to know,
and think about this, because [proteomics] is
such a young field. (RLB-CM-1)

This same proteomics researcher also told the collec-
tion managers that some of the solvents being used might
impact protein extraction, but it was unclear how. Thus,
it remains important that these different treatments be
documented clearly for future use.

Connections between data. Many of the La Brea data
are distributed through different data systems and infor-
mation structures: multiple catalog ledgers, multiple
databases and spreadsheets, even multiple strategies for
organizing physical specimens. Additionally, a great
number of relevant data are published in academic
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journals or to repositories such as Dryad. The resource
managers did not necessarily need all these data stored at
La Brea, but (like the Yellowstone resource managers)
they said that they needed to record the connections
among these data points.

Geological context. Almost all resource managers
said they wished they had more geological context
about their current excavation or felt that they should
be collecting more data about the geological stratigra-
phy, using best practices for geological fieldwork as
they excavated.

Radiocarbon dates. Radiocarbon dates have long
been used to date the age of the pits at La Brea. In the
past, radiocarbon dates were generated by researchers
using the fossils for their own projects and were publi-
shed in journal articles. However, the museum is
increasingly doing its own radiocarbon dating. Further
collection of these dates, and correlation of the dates of
the bones with their location within each pit, will be
important for the La Brea resource managers going
forward.

4.2.3 | Researcher roles and values

Whereas Yellowstone researchers expressed so/me frus-
tration with the restrictions imposed by the NPS permit-
ting process, the La Brea researchers were all quite
understanding of the need for permitting and data man-
agement guidelines at the site. They all understood that
the collections staff had to, at times, make strategic deci-
sions about what to prioritize. Thus, the researchers saw
themselves almost as guests at the site and wished to
defer to the collections staff about how best to curate and
manage the materials.

Researchers said that they valued La Brea because of
the size, diversity, and breadth of its collections, as well
as the range of studies that the site supports. They noted
that at La Brea, many kinds of research are possible that
simply are not possible at other fossil sites, particularly
ecosystem- or population-scale studies, which are
dependent on having access to a well-curated and com-
plete collection of data related to a site. Several
researchers also said that La Brea was unique for its
human and curatorial infrastructure; the presence of a
full-time data collection and curation staff makes the
site much more appealing as a research site. As one
researcher working on a pollen project at La Brea
explained: “What's interesting is that you actually have
a lot of people who are working on many different
aspects of the system. And because it's associated with a
museum, there can be some coordination with their
different efforts, right” (RLB-Rsch-4).

4.2.4 | Researcher data needs

Researchers described the following as important for use:
Access to collections data. Researchers were satisfied

with the level of access the collections staff provided for
them, though several noted that they wished for an online
database they could query on their own; researchers
sometimes needed to check catalog information about the
specimens they had worked with, and they disliked having
to “bother” the collections managers for this, given that
the collection managers were so busy.

Information about preparation history. Researchers
echoed the resource managers here, saying that there is a
growing need to understand how, exactly, fossils were
cleaned, prepared, and repaired. This was particularly
important for researchers doing molecular work (proteo-
mics, DNA sequencing).

Consistently formatted and easily interpretable location
data. All researchers said that knowing roughly where a fos-
sil was taken from in a deposit was important (though some
disagreed about how granular location data needed to be).

Radiocarbon dates correlated with locations. Researchers
broadly agreed that radiocarbon dates tied to precise geo-
locations within each deposit are critical for their work.
This is related to the need for precise location data, as
described.

Ability to see other researchers' data. Similar to the
research managers' desire to see connections among data,
and the Yellowstone stakeholders' desire to see a big-
picture view of research activities, La Brea researchers
said they would generally like to see what data had been
taken from individual specimens, and would like to be
able to quickly look up publications in which a specimen
had been mentioned. As one explained:

There have been a lot of different researchers
who have gone in and done different studies.
… but that data's held nowhere at La Brea.
Also, when different people study different—
like take measurements on fossils, a lot of
times, those data, those individual specimen
data aren't published … Well how cool would
it be if I looked at those same ones, that
[another researcher] had done all these
measurements of, and was able to, you
know, use those data, right? (RLB-Rsch-9)

4.2.5 | La Brea MIF

As in Yellowstone, I worked with La Brea collection staff
over the course of a year to develop an MIF in a similar
vein as the MIF developed at Yellowstone, which models
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information about a site's structure as a core class
(Figure 2). The three MIF classes here are:

1. The Excavation Project class. Just as the Yellowstone
Field Campaign class includes information about a
given field project, this class includes metadata about
an excavation project overall, such as its motivations,
contributors/investigators, and start and end dates.
Information in this class supports later data integra-
tion by researchers, and ongoing management and
monitoring by resource managers.

2. The Fossil Deposit class. This class documents the physi-
cal structure of the fossil deposits at La Brea. Curating
data in this class would require a synthesis of the data
collected by excavators as well as radiocarbon dates,
which are typically generated by researchers. Participants

thought that ongoing synthesis of this type would help
make collections more usable in the long term.

3. The Fossils and Samples class. This class documents
all information about individual fossils and samples
collected at La Brea. Fossils and samples are split into
three subclasses, depending on how much detailed
positional and identification data need to be collected
with each fossil in the field.

As at Yellowstone, the data about the scientific pro-
ject in general are primarily needed by the resource man-
agers, whereas the information about the site and its
observations is somewhat evenly needed by both resource
managers and researchers alike. Again, the information
from these different classes is centered around, and
aggregated through, information about the site and its

FIGURE 2 The La Brea information framework

THOMER 9



changing structure over time. In developing this MIF, La
Brea resource managers noted that the information about
the site's structure was crucial to their work in managing
and understanding the site, yet this is not currently
curated in one consistent place.

4.3 | Comparison across sites and
stakeholders

Across sites, stakeholder groups held some common
values (summarized in Table 2). Resource managers val-
ued their ability to protect the sites they manage and
make them accessible for both research and non-research
uses. They also valued the efficiency and effectiveness of
resource management policies and procedures. At Yellow-
stone, this meant that they did not wish to adopt data shar-
ing or archiving policies that they could not reasonably
enforce or manage; at La Brea, this meant that they wished
to avoid any collection or curation work that would increase
an existing curatorial backlog. Finally, they all valued having
a big-picture view of research activities over time; this would
allow them to plan curatorial workflows, better support
researchers, and monitor the impact of research activities on
the site and related resources.

Researchers at both sites similarly valued this big-
picture view of research activities, though largely to sup-
port new integrative studies or to help them position their
own work within prior work. Yellowstone researchers
were eager for systems that would make data integration
easier and more streamlined. La Brea researchers also val-
ued the accessibility of the site and its associated data

collection. At Yellowstone, this largely entailed supporting
access to the hot springs themselves, whereas at La Brea,
this meant providing access to the specimen collections
and their associated data.

5 | DISCUSSION

Through the cases above, I described a unique curatorial
context with unique curatorial practices: the scientifically
significant site. I found that the curatorial work of
resource managers at these sites is quite distinct from that
of data curators at other organizations. Additionally, the
site-based researchers I spoke with have a strong interest
in, and vision for, integrative reuse of data at these sites,
even though these data are often not yet accessible. I dis-
cuss these findings further below. I also discuss how my
research contributes to a framework to support curation
and integrative reuse of site-based data. I conclude by
reflecting on the need for further work to understand the
scope and range of site-based data practices.

5.1 | Scientifically significant sites: Hubs
for curation, research coordination, and
recreation

I originally scoped scientifically significant sites as those
with (a) special protection and/or administration by
a governing body, and (b) the ongoing curation of
associated specimen/data collections. I found an addi-
tional characteristic of scientifically significant sites: they

TABLE 2 Comparison of role, values, and data needs across sites and stakeholder groups

YNP resource managers YNP researchers
La Brea resource
managers La Brea researchers

Roles Administrative data
collection, site mgmt.,
researcher mgmt., some
data mgmt

Data collection, analysis,
publishing, reporting

Data collection (fossils,
field data), data mgmt.,
research mgmt., site
mgmt.

Data collection
(measurements,
radiocarbon dates),
analysis, publishing

Values and
priorities

Ability to strategically
plan for future research,
awareness of research
projects, efficiency, not
having to police people

Accessibility of the site,
ability to complete work
independently without
excessive oversight,
precision, integrative
reuse

Efficiency, avoiding
backlog, protecting
fossils, and other
resources

Fossil collection
breadth, integrative
reuse, specimen
diversity, and
accessibility

Key data “Larger context” of
research activities
(methods, data
management plans),
connections between
silos

Genetic data, basic
geochemistry about hot
spring, photographs,
methods metadata,
access to other
researchers' published
data

Larger context of the
collections overall
(inventory, preparation
history), geological
context, radiocarbon
dates

Radiocarbon dates,
location information,
information about
prep history, access to
other researchers'
published data
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are sites of curation and research coordination and
recreation.

Both La Brea and Yellowstone were described as
research hubs by participants, where the co-location of
natural phenomena, research infrastructure, and resource
management staff allowed for a much more iterative and
effective scientific process. Yellowstone was regarded as a
“living laboratory,” and La Brea a place where researchers
could access a wealth of resources and easily contextualize
their work with others'. At both sites, though, the resource
managers were viewed as almost as important as the natu-
ral sites themselves. They provided advice on what sites or
specimens to use, provided context and institutional mem-
ory about the site, and made it possible for the researchers
to make the most of their time. Dedicated resource man-
agement staff is critical to a site's usefulness—and there-
fore, significance—as a research locality.

Additionally, both Yellowstone and La Brea are popu-
lar tourist destinations. Resource managers at both sites
struggled with how to manage their service to the public
with their service to scientific researchers. At Yellow-
stone, this led to efforts to keep scientific research physi-
cally separate—and out of view—from public exhibits,
whereas at La Brea, this led to absorption of the ongoing
scientific work into a central feature of the site. Some of
this reflects the different of each site. La Brea is geograph-
ically and organizationally much smaller, and it is much eas-
ier to build permanent fencing around the excavation sites to
ensure that tourists do not attempt to join the excavators in
their work and wind up stuck in the pits themselves. At Yel-
lowstone, the thermal features are so abundant—and so
dangerous—that it is understandable that resource managers
do not want scientists to model the risky of behavior of get-
ting up close and personal with a hot spring. Further work is
needed to better understand how these different approaches
to communicating (or obscuring) research to the public
impacts the curatorial and research missions of the sites.
Prior work studying the use of National Parks like Yellow-
stone has focused on their use by the general public, not
researchers (e.g., Manning et al., 2017; Miller et al., 2017;
Scott & Lee, 2018). Less research has focused on their use to
researchers, let alone the tension between research use and
recreational use. Understanding these varied uses will be
critical to building effective research infrastructure.

5.2 | Facilitating research coordination
and integrative reuse

Participants at my sites exhibited unique data practices,
which complicate prior accounts of how researchers and
data curators participate in the scientific process. First, I
found that resource managers have their own data needs

to facilitate the stewardship of the site, its collections,
and its natural features. At Yellowstone, this “data”
includes the annual reports and permits. At La Brea, this
includes details about the fossils' excavation and prepara-
tion history. Several recent prior studies have shown the
importance of studying the data practices of information
professionals, and treating them as data users in their
own right (e.g., Acker, 2020; Downey et al., 2019; Thomer,
Weber, & Twidale, 2018). Here, understanding the data
needs of resource managers is critical in designing effec-
tive infrastructures for them and their sites.

Second, I find that the resource managers at my sites
were highly involved in research activities from their very
inception—from the beginning of the “data lifecycle”
(Ball, 2012; Higgins, 2008). Many have argued that the
involvement of domain-specific information professionals
early in a project is critical to producing data that are well-
curated and ready to share (Heidorn, 2011; Johnston
et al., 2018; Palmer et al., 2013). Though I initially thought
the resource managers would be well-positioned to
encourage data curation best practices from the beginning
of a project, I found that they instead felt they did not have
the right to tell researchers what to do, and that they
needed to prioritize their time on the management of the
natural resources as opposed to information resources.

Some of this hesitance to guide data curation is likely
due to a lack of administrative support, clear data
curation policies, and data infrastructure. However, I
believe some is also due to the tensions inherent in the
resource managers' research coordination work. By
“research coordination,” I mean the permitting and gate-
keeping that resource managers do to manage access to
the site. This also includes the coordination work they do
to ensure that research visits are scheduled appropriately,
and that resources are available for study yet not over-
taxed. This is a distinct role in the research process, dif-
ferent from that of post hoc data curation at institutions
such as libraries, or dedicated data repositories like those
within the LTER. Where these more traditional curatorial
units are focused primarily on coordinating their own
curatorial work (Darch et al., 2021; Karasti et al., 2006;
Karasti & Baker, 2008), site-based resource managers
must coordinate the research enterprise more broadly.

Because of their role in coordinating and gatekeeping
research, resource managers are acutely aware that they
have the potential to fundamentally shape what kind of
research is done at a site. They worry that dictating data
sharing and reporting guidelines would only increase
that influence. This points to an important area for future
research: how do data curation and research access poli-
cies at scientifically significant sites influence the schol-
arly work that is done at those sites? How can site
administrators, research coordinators, and curation units
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work together effectively while supporting researcher
autonomy?

Finally, I found that stakeholders confirmed my ini-
tial proposition that site-based centers are powerful
because their data collection has uniquely high potential
for integrative reuse. Researchers described a clear vision
for how they could do systems-level research with the
right data. However, I found that much of this potential
is unrealized. Data from each site were still distributed
among researchers' individual data holdings, the site's
databases, and publications. Existing curatorial infra-
structures and workflows were not set up to holistically
curate data from the site.

In the process of creating MIFs with my participants, I
found that curating data about the site itself—its structure,
characteristics, and changes over time—is important in
supporting integrative reuse. Yet, I also found that site
infrastructures and workflows were not set up to support
this curatorial work. I discuss this in the next subsection.

5.3 | Supporting integrative data reuse
through site-based information
frameworks

A primary goal of this project was to contribute to the
development of infrastructure for site-based data
curation. It was out-of-scope to develop actual data sys-
tems; rather, I developed information frameworks to
guide later system development. Developing semantic
frameworks is key to the future development of data infra-
structure, particularly to support integrative data reuse in
sciences with complex and heterogenous data collections
(Fox et al., 2009; Fox & Hendler, 2009; Narock & Fox,
2012). Here, I additionally, used framework develop-
ment to reveal important commonalities between the
sites I studied.

For both sites, data infrastructure must be able to
record changing qualities of the site itself over time. A
site-based information framework can be simplified into
three classes:

• Collecting Events: the people, processes, methods, and
strategies used to collect data;

• Site Structure: the key natural features at a site at the time
of data collection, the relationships between those fea-
tures, and their relationship to sampling locations; and

• Samples and Measurements: the individual observations,
measurements, samples, and specimens collected from
a site, and their orientation or location within a site.

Site-based data infrastructures must account for each
of these information classes to be effective. The need for

well-curated information about the physical characteristics
and structure of the sites themselves over time is a key find-
ing of this work. Rather than simply recording geo-
coordinates of a data point's origination, more detailed
information about the site's structure is needed for context
and later integrative reuse. At Yellowstone, information
about the site structure includes information that makes it
possible to reconstruct a hot spring's physical extent,
flowpath, and water chemistry. At La Brea, site structure
is represented through information that makes it possible
to reconstruct the geological age and stratigraphy of a fos-
sil deposit, as well as the position of the fossils.

Part of the goal in calling site structure data out in a
separate class is to highlight its importance for the
curation and sustainability of these collections. Often,
this information is treated as metadata, and therefore
peripheral to primary observation data. Treating site
structure data as its own class might help ensure that it is
not lost. Additionally, modeling site structure data as its
own class is crucial in providing a mechanism for inte-
grative reuse. Individual observations and samples can be
rooted and therefore integrated by tracing their prove-
nance back to the natural site from which they came.
This is how systems-wide studies in earth and environ-
mental studies are already conducted; my framework
translates this approach into the curatorial process.

An information framework alone is not enough,
however. Standards must be enacted to be effective
(Millerand & Bowker, 2009) and infrastructure sustainabil-
ity is the product of ongoing maintenance processes
(Eschenfelder & Shankar, 2017) rather than one-time sys-
tem implementations. My site-based information frame-
work should be viewed as a starting point for policy and
infrastructure development. Curation workflows and data
sharing policies need to be substantially revised to facili-
tate site-based data curation. At both sites, information
about site structure was not always collected in a consis-
tent way, not always stored at the site, and not always
curated. At La Brea, curation has primarily focused on the
fossils themselves, and not the pits as a whole; at Yellow-
stone, they still lack the personnel and cyberinfrastructure
to collect all the data desired. At both sites, some impor-
tant data are collected by researchers visiting the sites, and
there are no mechanisms in place to get that data back to
the site. Thus, supporting site-based data curation at both
sites would require organizational changes.

6 | CONCLUSION AND
FUTURE WORK

In this paper, I have described two cases of scientific
research and data curation at scientifically significant
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sites. Through participatory action research, I detailed
the roles, values, and priorities of the stakeholders at
these sites. I also developed MIFs of the information
needed to support integrative curation and reuse of the
data at these sites. I found that scientifically significant
sites are valued for their human infrastructure as well as
their data infrastructure and natural features. I found
that to support data curation at scientifically significant
sites, more information about the site's structure and
characteristics must be curated. However, to facilitate
this curation, substantial changes to existing curatorial
workflows are likely required. Future work is needed to
better understand how to build these site-based curatorial
infrastructures and to understand other features of scien-
tifically significant sites.

The case studies presented in this paper contain
the usual limitations of case studies; though rich, their
findings are not necessarily predictive of curatorial or
research arrangements of other sites. Further work is
needed to explore the applicability of these findings to
other scientifically significant sites, perhaps with a
less geological focus (for instance, ecological sites),
which might rely on very different data collection
strategies and ways of knowing. An important first
step in this direction could be better identifying the
range and number of comparable sites of site-based
data curation. Within the United States, they may
include:

• National and state parks, particularly those with robust
research programs and scientific collections. Within the
United States, about half of the 432 NPS units (those
with an ecological, geological, or biodiversity focus
rather than historical or cultural) likely fit the criteria
of scientifically significant sites (National Park System
[U.S. National Park Service], n.d.). There are over
6,600 state parks in the United States (Walls, n.d.), and
while every state supports scientific research in its
parks, it is unclear how many have associated data col-
lections, and where those collections are managed.

• Federal, state, county, and university-sponsored ecologi-
cal/biological research stations or observatories. The
LTER sites are the most well-known examples of these;
there are 28 of such sites (Sites Archive, n.d.). The
Organization of Biological Field Stations lists 183 sites
in their directory (OBFS—What Is a Field Station?, n.
d.). The United States Geological Survey also runs
dozens of site-based science centers, observatories, and
field stations. Again, it is hard to know how many of
these have data or specimen collections. Also, idiosyn-
cratic sites like the La Brea Tar Pits, which exist inde-
pendently of a broader network, are harder to identify
and account for.

• Botanical gardens, and arboretums. Many gardens have
research programs as well as there are over 400
accredited arboreta around the world, at least 64 of
which feature curators and research staff
(ArbnetjMorton Register, n.d.).

Thus, even conservative estimates of scientifically sig-
nificant sites within the US alone could be in the
thousands—and exponentially more globally.

The scientifically significant sites at the heart of
this study are hugely important to scientific research
and popular culture. Many of these sites are the home
of unique long-term data about our planet's ecology,
biodiversity, and geology. Site-based data curation
could be crucial to creating more robust data collec-
tions for these fields—and it could be necessary to
facilitate integrative, longitudinal study of how our
planet is changing in response to anthropogenic forces
and warming climates. Finally, I hope that better
describing the work of site-based resource managers
can act as a first step toward better supporting this
work—whether through better infrastructure, more
staffing, or more recognition. Their stewardship of
these sites is critical, yet too often invisible.
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