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Abstract

Open research data repositories are promoted as one of the cornerstones in the

open research paradigm, promoting collaboration, interoperability, and large-

scale sharing and reuse. There is, however, a lack of research investigating what

these sharing platforms actually share and a more critical interface analysis of the

norms and practices embedded in this datafication of academic practice is needed.

This article takes image data sharing in the humanities as a case study for investi-

gating the possibilities and constraints in 5 open research data repositories. By

analyzing the visual and textual content of the interface along with the technical

means for metadata, the study shows how the platforms are differentiated in

terms of signifiers of research paradigms, but that beneath the rhetoric of the

interface, they are designed in a similar way, which does not correspond well with

the image researchers' need for detailed metadata. Combined with the problem of

copyright limitations, these data-sharing tools are simply not sophisticated enough

when it comes to sharing and reusing images. The result also corresponds with

previous research showing that these tools are used not so much for sharing

research data, but more for promoting researcher personas.

1 | INTRODUCTION

Metadata and the archiving practices that produce it are
becoming increasingly important as a means to navigate
the rapidly growing volume of images online. Unlike tex-
tual sources, where, for example, OCR-reading, topic-
modeling, and name-entity recognition have made
searching and finding digitized text material much easier,
visual sources in the broadest sense are still very much
dependent on manually created textual metadata as they
are not in themselves constituted by textual information.

In the context of academia, open data repositories
where researchers can directly enrich images with meta-
data can potentially contribute to the searchability of

images, situating them in a wider research context.
Increasing datafication of research practices and their
infrastructure also creates new incentives to enable sev-
eral researchers to share metadata and data (Kidwell
et al., 2016; Nosek et al., 2015; Roche et al., 2014). Idle
resources such as researchers' image collections locked
away on personal computers or offices, which have until
now been difficult to commodify, will no longer be
wasted (Open Research Data Task Force, 2018). This
“open research” paradigm is expressed in different ways
in research strategies, recommendations, and data man-
agement plans (Harrower et al., 2020; Poole &
Garwood, 2020; Wuttke, 2019). Everyone seems to
agree that:
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The days of keeping our research results to
ourselves are over. ( Carlos Moedas, Commis-
sioner for Research, European Commission,
2016, p. 35)

Also, scholars in the humanities, whose areas of investiga-
tion are not usually categorized in terms of “data,” are now
expected to share their research material in ways that make
it reusable and scalable (Earley-Spadoni, 2017; Given &
Willson, 2018; Trace & Karadkar, 2017; Wuttke, 2019).
Central for this open research paradigm are open research
data sharing platforms, where the researcher not only pub-
lishes the results but, potentially, both the research pro-
cesses and data collections (European Commission, 2016).

Digital data repositories have already had a major
impact in scientific research areas that have traditionally
been collaborative, and where data can be more easily
quantified and reused (European Commission, 2016).
Technology and digital practices also play a significant
role in research conducted by scholars within the human-
ities, and the area of digital humanities promotes the
extended use of quantitative research methods (Given &
Willson, 2018). These sharing opportunities serve two
purposes. First, they simplify the examination and review
of the scholarly research material (transparency). Second,
they enable the reuse of already collected material for
new inquiries (efficiency). However, when it comes to
sharing through open data sharing repositories, there is
still much work to be done.

Latour (1987) points out that with the right metadata
and ontologies, research data can function as “mobile”
objects, and thus successfully move between different pro-
duction contexts while still providing sufficient evidence.
The reuse of data thus requires not only the data itself but
advanced knowledge of how that data were produced.
Research data are always produced for a specific purpose,
like all data carriers of history and local cultural norms
(Pasquetto et al., 2019). Consequently, tensions arise
between the possibility of reusing data in new contexts
and the risk of losing important information about the
data's context when it is moved from one context to
another (Borgman, 2015; Leonelli, 2015; Loukissas, 2019).

Therefore, data are rarely reused, and Pasquetto
et al. (2019) show that reuse rarely occurs even in projects
that collaborate and use the same methods. Reuse is
avoided because it requires a great understanding of con-
text and the transfer of information is very time-consum-
ing. Not only does the researcher need the knowledge to
interpret the data and understand what it contains, but
also good metadata/paradata, knowledge of the models,
theories, tools, techniques, and other contextual circum-
stances associated with its creation (Borgman et al., 2015).
Thus, the actual transactional costs of reusing data often
outweigh the benefits.

The standardization of methods and techniques in
research is, according to Borgman et al. (2015), generally
very poor, and it is often up to each individual researcher
to manage the data. This means that data will tend to be
managed locally and in ways that best suit the individual
researcher. These problems are not specific to the humani-
ties but are widespread around the reuse of research data
where there is insufficient contextual information about
how the data was generated. This means that even scien-
tific data are rarely reused as intended, rather they are
used primarily as a reference (Borgman et al., 2015).

It can be shown that much of the historically oriented
humanities center around the reuse of data, which is why
other research traditions may be interested in these prac-
tices. Unlike science where data are largely generated,
many scholars within the humanities reuse sources that
are collected and managed by others and categorized and
curated as part of larger research infrastructure, typically
museums, libraries, and public and private archives, not
only intended for research.

But several obstacles prevent the sharing of researchers'
data in these contexts. For example, most archives used by
researchers in the cultural heritage sector, like archives and
museum collections, do not allow researchers to share their
data in the same archival context that their original mate-
rial derives from. This reality is also why copyright issues
often present problems for both accessing and sharing data.
This is especially true with regard to images, as they cannot
be cited partially like text. Art history scholars, for example,
have been shown to keep large personal collections of digi-
tal images, including their own images and downloaded
online materials, but there are obstacles to sharing these
materials widely online owing to copyright issues (Long &
Schonfeld, 2014).

Several studies have been carried out to understand
these obstacles and promote more widespread use of digi-
tal tools for open research in the humanities. These stud-
ies look, foremost, at the researchers' attitudes to open
research. A survey in the UK by Van den Eynden
et al. (2016), which included 583 senior researchers, iden-
tified a problem around researchers' attitudes to open
research. It showed that researchers in the humanities
are open to sharing but have very little experience of digi-
tal data sharing, and also lack motivation. The humani-
ties researchers in the survey also had problems with the
normative definition of “data,” not seeing that their
research generates or relies on data, but rather on mate-
rials, narratives, and observations. As pointed out by Lisa
Gitelman (2013), the very concept of data is immersed in
notions of objectivity, which interacts poorly with the
humanities' focus of interpretation and critical analysis.

More practical problems were identified in a design
study to support the sharing of data in the humanities.
Here Trace and Karadkar (2017) list some commonalities
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in the research process which they identify as obstacles to
fitting into available open research tools: humanities
scholarships are highly individualistic in nature; the
research is characterized by a process in which researchers
draw from theory, source, and text while introducing new
perspectives and reflections; the researcher is also part of
the method where interpretation and reflection are at the
core (Long & Schonfeld, 2014).

In conclusion, previous research shows that qualified
metadata is central to the reuse and sharing of data and
explains why data are rarely reused. This is especially
true of the humanities—an area where there is room for
improvement when it comes to more systematic data
sharing and reuse. On the one hand, researchers' knowl-
edge or attitude to datafication is seen as part of the prob-
lem, indicating that this group needs to be addressed
differently from researchers in other disciplines. On the
other hand, legal and technical obstacles are shown to
hinder the increased sharing and reuse of image research
data. In addition, there is a lack of detailed knowledge
about what research data repositories entail, especially
when it comes to sharing images as data.

In this study, which is part of a larger research project
on the development of digital sharing practices in the
visual cultural heritage, we focus on the data sharing
opportunities for researchers in the humanities, having
images as a central part of their research material. From
this perspective, we compare the possibilities and con-
straints in some larger universal open research data repos-
itories that commonly support the sharing of image data.

The article is organized as follows: The next section
provides an overview of recent research on open research
data repositories and academic social networking sites
(ASNS) and specifies our research questions. The third
section describes our data and methods. The fourth
section presents the results, and in the final section, we
discuss the results in detail and suggest some recommen-
dations for the development of image data repositories for
the humanities.

2 | OPEN RESEARCH DATA
REPOSITORIES

The long-term preservation and availability of research in
different forms has historically been a major concern for
the research community. Digitization and digitalization can
strengthen traditional scholarly communication, but might
also enable a reconfiguring of the norms, technologies, and
institutions (Plantin et al., 2018). This shows why digitized
data repositories are interesting to study with regard to both
the expressed norms and the underlying systems.

There is an abundance of initiatives and services offer-
ingmechanisms for the identification and archiving of data,

as well as for sharing them and making them citable. In
August 2020, the Registry of Research Data Repositories
(re3data.org) listed 2,554 repositories, of which 276 were
categorized as fitting for the humanities (re3data, n.d.).
Most of them are local or subject-specific, covering a partic-
ular area of research or data, such as “Images of Medieval
Art and Architecture,” serving a global community of medi-
eval scholars (ref). But an increasing number of data reposi-
tories are “generalist” and open for a wide range of
researchers. There is also a demand among researchers for
more universal repositories and a more systematic sharing
of all aspects of research (Assante et al., 2016). Infrastruc-
tures for sharing data are expensive to construct and main-
tain, and most research projects are small and time-limited,
which does not allow for the long-term preservation of
shared infrastructure (Borgman et al., 2015). Research pro-
jects within the humanities are especially limited in this
way and tend to be carried out by individuals or small teams
of researchers. The resulting scientific papers are usually
single-authored or involve, at most, a handful of co-authors.
The standardization of researchmaterial, methods, and lan-
guage (concepts) is minimal and responsibility for data
management falls to the researcher. Therefore, more uni-
versal data repositories are important for the long-term
preservation and reuse of data in these settings.

In this overview, we have looked especially at com-
parisons of these more universal repositories—what we
call open research data repository (ORDR). In addition,
we scrutinize research on ASNS, as these sites tend to
overlap and increasingly include data repositories among
their services, whereas the data repositories develop more
social network functionality and related metrics.

ORDR and ASNS have been thoroughly researched from
different perspectives. Assante et al. (2016) have analyzed six
research data repositories that focus on available metadata at
the dataset level covering aspects of publishing. Other
research topics include usability evaluations that compare
the availably of functions (Bhardwaj, 2017; Vasquez &
Caicedo Bastidas, 2015), and quality control in self-
publishing (Sicilia et al., 2017). A well-researched theme
includes the users' motivation and incentives. A large-scale
international survey by Figshare stated that the reason for
publishing research data is, foremost, the potential for
increased impact and visibility of the research (24%); second,
its public benefit (20%). Other motivations include: getting
credit (9%), funder requirement (8%), publisher requirement
(8%), and trust in the person requesting the data (7%)
(Hahnel et al., 2017). Similarly, despite their framing as tools
for networking and sharing, findings indicate that ASNS are
used mostly for information consumption, and less so for
sharing, and just occasionally for peer interaction (Meishar-
Tal & Pieterse, 2017). One important use is for promoting an
online persona (Barbour & Marshall, 2012). Research also
indicates that there appear differences between research
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disciplines in their platform preferences (Ortega, 2015) and
their preferred data format (Thelwall &Kousha, 2016).

Another topic of research examines the different met-
ric systems that not only measure publications and cita-
tions but sometimes also user activity within the tool
(Ovadia, 2014). Reading activity monitored in platforms
such as Mendeley can, for example, provide good early
impact evidence as this metrics appear before citations and
correlate with citations in the long term (Thelwall, 2019).
Sharing research data also becomes part of this metric when
data, such as publications, are given unique DOIs and can
be cited. Analyses of research data in the Data Citation
Index (DCI) have shown that while most research data
remain uncited, since 2008 there has been a growing trend
in citing datasets (Kraker et al., 2015).

Critical voices suggest that these additional metrics
can be seen as part of the increasing instrumentalization
of the research process where the researcher's status is
translated into a more formal and quantitative economic
system (Busch, 2017; Hall, 2016). Today digital intermedi-
aries have also become important as a virtual infrastruc-
ture for independent researchers—what Hall (2016) calls
the “Uberification of the University”—as less secure
working conditions with flexible, temporary, project-
based jobs create a gig economy in academia, enabled by
digital intermediaries that act as algorithmic gatekeepers
in control of the metric system.

However, there is little research investigating what
these platforms for data sharing actually share. Also, we
have not found studies that analyze the available metadata
for the data in any detail, even though a lack of relevant
metadata is frequently cited as the reason why open data
are not reused (Pasquetto et al., 2019). There is a need for
more critical interface studies of norms and practices
embedded in these systems, in this instrumentalization
and upscaling of research practice. In response to this
research need, this article compares research practices in
the humanities focusing on sharing and reusing images,
with the functionality of some available interfaces.

The following research questions drive this study:

• What are the research norms and practices expressed
in the datafication and the interface esthetics?

• What types of research outputs/materials are catego-
rized and measured in the interfaces, and which
are not?

3 | DATA AND METHODS

In this study, we analyze five data sharing interfaces to
see how the data need described above of humanities
scholars can be met. A useful concept for describing our
focus in the analysis is what Gaver calls technology

affordances, meaning that to be affordable, the properties
of the artifact the user acts upon must be available in a
form that makes sense and is relevant to the user
(Gaver, 1991). This way of looking at technology con-
siders the combination of the user's capabilities and the
possibilities of the artifact.

We are also influenced by Hutchby's (2001)
affordance theory framework, recognizing both the con-
straining and enabling materiality of artifacts. This
framework allows us to look at technical affordance
broadly, in between constructivism and determinism. As
pointed out by David Lakoff and Mark Johnson in the, by
now, classic Metaphors We Live By, the words and con-
cepts we use shape not only our thinking but also our
perception of ourselves and others, not least how we act
(Lakoff, 1980). That is, we assume that language and
technology are important both on a macro level, as a car-
rier of ideologies and norms that construct meaning,
affecting how we perceive affordance, and on a micro-
level, as something that determines action. In this inter-
face content analysis, we therefore focus on both the
norms expressed in these interfaces and the type of prac-
tices that are encouraged, as well as on the “datafication”
that constrains possible action—that is, how researchers'
potential activities and materials can actually be trans-
formed into quantifiable units through the interface.

Our initial pilot study of the online interfaces pointed
to a gap between the more individualistic research
approaches in the humanities and the ideas of the
research process expressed in the interfaces. Therefore,
we looked especially at how the researcher's identity is
framed in the interface through textual and esthetic dis-
courses, what can be called the signifiers of research para-
digms. The pilot study also showed that in cases where
copyright is not a problem, the sharing of the visual data
is often prevented by the interface, owing to the lack of
basic functionality, such as the ability to create metadata
for the images. At best, there are opportunities to enrich
image files with a comment, but not with more struc-
tured data of the type used by humanities-oriented image
researchers. In this study, we therefore examine how
interfaces supporting the sharing of visual research data
match the information needed (the need for different
types of metadata), by researchers in the humanities as
referred to above: what we call the technical means of
metadata production available to the user.

The interface study was conducted from March to
August 2020 and provides an in-depth analysis of five
open data repositories in the English-speaking sphere,
designed for “the long tail” of individual or smaller
groups of researchers to share results across a diversity of
research fields of science: ResearchGate Data, Humani-
ties Commons CORE deposit, Harvard Dataverse, Fig-
share, and Zenodo (Table 1).
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TABLE 1 List of open data repositories; name and URL, about, starting year, organization, country, and metadata standard

Name (URL) About Year Organization Country Metadata

ResearchGate Data
(https://www.
researchgate.net/
about)

ResearchGate Data is an integrated part
of ResearchGate, one of the largest
ASNS with over 20 million users
according to their website in April
2021. The purpose of ResearchGate is
to provide networking opportunities
and tools to share publications and
data with a “professional network for
scientists and researchers.” It is
guided by a mission “to make
research open to all.” The interface
encourages users to follow the
activities of other users and engage in
discussions with them

2008 Commercial,
ResearchGate GmbH

Germany DataCite
Metadata
Schema, Dublin
Core

Commons Open
Repository
Exchange (CORE)
(https://
hcommons.org/
core/)

CORE is part of Humanities Commons
that was launched in 2016, to support
a network for people researching and
teaching in the humanities. In
addition to the repository, the
interface provides web publication
opportunities, and teaching materials
and tools. According to the website,
in April 2021 there were 26,678
registered members, and almost
12,000 “Core deposits,” comprising
datasets and image files but also
including articles and books

2016 Non-profit, the
Modern Language
Association

United States –

Harvard Dataverse
(https://dataverse.
harvard.edu/
dataverse/harvard)

Harvard Dataverse is an open-source
web application being developed at
Harvard's Institute for Quantitative
Social Science (IQSS), together with a
global network of collaborators and
partners (Dataverse, n.d.). The aim is
to share and preserve data from any
research discipline and to explore and
analyze research data.

In April 2021, the website reported that
there were 108,436 datasets and
993,701 files in the system

2006 Non-profit, Harvard
University, Institute
for Quantitative
Social Sciences

United States DataCite
Metadata
Schema, Dublin
Core

Figshare (https://
figshare.com)

Figshare's mission is to store, manage,
and freely disseminate any kind of
research output. According to the
website, Figshare provides research
data infrastructure for Wiley,
SpringerNature, Taylor & Francis,
PLOS, among others, and collaborates
with a large network of academic
institutions to enable open research.
In April 2021, Figshare counted
1,364,584 datasets and 1,876,879
figures in their system

2011 Commercial. Funded
by Digital Science
(part of the
publishing company
Holtzbrinck)

United
Kingdom,
United
States, and
Romania

DataCite
Metadata
Schema, Dublin
Core

Zenodo (https://
zenodo.org)

Zenodo is an online repository for
sharing publications and data.
Launched in May 2013, as part of a
European-wide research

2013 Non-profit, CERN,
OpenAIRE,
European
Organization for

Switzerland DataCite
Metadata
Schema, Dublin
Core

(Continues)
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To enable a deeper understanding of these tools, we
created active user identities where we explored the inter-
active as well as the social dimensions of the interfaces
by engaging with them in various ways over 6 months,
creating profiles, uploading data and publications, partic-
ipating in groups, and so on. These interactions were
observed and documented in screenshots and notes. The
interdisciplinary nature of the research group, which
consisted of researchers from art history and computer
science, provided a useful setting for comparing different
research practices and norms.

To discern patterns in the type of information depos-
ited in these online platforms, we used three categories
for types of data/metadata: format, content, and publish-
ing. The format includes all details that describe the
material features of the data such as file type, language,
and version. Content includes all information concerning
what the data are about, such as what or who is represen-
ted/depicted, where it originated, as well as its original
creator and production/publication context. This is
described through content descriptions in free text or
keywords but also in the title or file name as these often
designate the content of a dataset or file.

Finally, publishing includes information connected to
the production of the dataset in the online repository.
This includes the names of the scholar(s) who order or
manage the images as well as information on the type
and format of publication where they have been written
about the deposit date and access rights.

3.1 | An introduction to the open data
repositories in the study

The open data repositories selected for the study are open
and free to use for individual researchers, directed to the
humanities (among other areas), enabling long-term
data sharing. The interface allows images as data and

represents some of the more popular data deposits in the
English-speaking world according to our overview of pre-
vious research and the deposits' own estimates of their
number of users and published datasets. Mendeley Data
and Dryad were, for example, excluded as they do not
have images as a data category. We included Humanities
Commons CORE for comparison, as it is designed with
the humanities in mind, unlike the others that are
directed to a broader group of researchers.

To identify the repositories, we used the following fil-
ters when searching re3data.org: providing a DOI,
supporting images as content type, for the humanities.
Then we checked that these were also: open access, for
open upload, free for individual researchers, interna-
tional, for general use, and online (having no software
constraints).

4 | RESULTS

4.1 | Visual and textual signifiers of
research paradigms

Norms about different research practices are expressed in
different ways in the interfaces: first, directly as mission
statements in self-presentation, where the aims of the
repositories on their “About” pages promote transpar-
ency, sharing, and open research. ResearchGate declares
for example that: “We're guided by our mission to con-
nect the world of science and make research open to all”
(ResearchGate, n.d.). Similarly, Humanities Commons is
“focused on providing a space to discuss, share, and store
cutting-edge research and innovative pedagogy”
(Humanities Commons, n.d.). The Zenodo “About” page
declares that they are “Passionate about Open Science!”
Thus, core values in research are about openness and
sharing, promising a platform that expands and opens up
the research process, connecting resources and people.

TABLE 1 (Continued)

Name (URL) About Year Organization Country Metadata

infrastructure, the Zenodo repository
was specifically designed to enable a
universal data repository for
individual researchers providing data
sharing in a wide variety of formats
across all fields of research (Sicilia
et al., 2017; Wuttke, 2019). In April
2021, Zenodo counted 77,453 datasets
in their system and 596,877 image
files

Nuclear Research,
European
Commission
Horizon 2020, and
FP7 program

Note: The information is compiled from depositories' websites, conversations with administrators, www.re3data.org, and named sources.
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However, other aspects of academia, such as being a
place for criticality and reflection, are not touched upon
at all.

Research in the humanities is most often assessed in
terms of quality rather than quantity, which is why its value
is typically perceived as difficult to translate into simple
metrics, even though such attempts are being made
(Ochsner et al., 2016). Therefore, we assume a blunt focus on
metrics signifies a research paradigm that is remote from the
humanities. Along this line, Harvard Dataverse provides a
pragmatic presentation of their raison d'être, declaring that
the repository: “Increases the visibility of your research. Gets
you credit for your data through citations. Satisfies data shar-
ing requirements from funders and journals.” Also, Figshare
chooses to provide a more bibliometric argument for using
their repository, to “get more citations for all of the outputs
of your academic research,” and their home page tagline is
“credit for all your research” (Figshare, n.d.). Thus, the mis-
sion statements in these interfaces promote, on one hand, an
ideal about research data as something that should be open,
shared, and reused, and, on the other hand, the reality of
the research world where research metrics function as a
currency where all types of research output can be scored
and become gamified.

Other norms about research are expressed in the
words and concepts used to describe the content or
features of the sites. ResearchGate describes the research
environment as a “lab” (Figure 1), a concept that signals
some form of chemical or technical invention rather than
a critical analysis of cultural artifacts. Similarly, on
Harvard Dataverse, datasets and data are organized in
“Dataverses” that can be shared repositories for a group
of researchers. Figshare provides this functionality in
what is called “projects.”

In comparison, in Zenodo the data repositories do not
have multiple users, but it is suggested that you can share
the data with a “community,” either by applying to join
one or by creating one yourself, thus emphasizing the
performativity of research worlds. Humanities Commons
CORE deposits are shareable in a similar way, where
“deposits” (datasets) can be shared by up to five groups
that the user can be a member of. The restriction in num-
bers indicates a norm where fewer qualitative relations
are preferred rather than the ability to broadcast the
research in a large network.

So, in ResearchGate, Dataverse, and Figshare collabo-
rative research is directly supported by providing spaces
for data sharing, indicating a type of research where
groups of researchers are directly involved in the research
process, and publications have lists of authors. In Zenodo
and Humanities Commons, the research norm is not pri-
marily about collaboration within research projects but
more about sharing results within a selected network.
While there are differences in how the research process is
supported in terms of collaboration, all the interfaces are
clearly positioned within an academic setting where the
focus is on publication.

In the interface for datasets and data, publishing
metadata such as the publication context is central,
rather than metadata describing the content of the
dataset/data. When metadata for describing images is
available, it is relevant only in a publication setting but
not as research material. The categories that exist, such
as plot, drawing, photo, or diagram, only disclose what
kind of visual format or medium the image has, whether
it is iconographic (photo, drawing) or a schematic depic-
tion of something (plot, diagram) but not what it is about
(Figure 2).

FIGURE 1 ResearchGate interface automatic suggestion when publishing data [Color figure can be viewed at wileyonlinelibrary.com]
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All five interfaces collect and display available metrics
about the user, such as the number of published items,
but the metrics are only displayed for other users in the
interfaces that have a social network functionality, like
Figshare, ResearchGate, and the Humanities Commons
CORE. These three interfaces allow the user to personal-
ize their profiles with self-presentations in text and some-
times through images. But even though these three
interfaces all contain similar user data, it is not so much
the functionality, but whether and how the metrics are
displayed that positions the interface within different
research spheres. ResearchGate, for example, provides
visualizations of the user metrics, where the research out-
put, in terms of numbers, is emphasized through dia-
grams (Figure 3). Humanities Commons, on the other
hand, provides a profile page that can be personalized
esthetically where the researcher's institutional context
and background are highlighted, while publication data
are hidden at the end of the page (Figure 4). Harvard
Dataverse does not display users' profile pages publicly
for other users, but organizations can create a customized
page for groups of researchers, departments, and faculty
to share data, thus emphasizing the collaborative process
at the institutional level rather than from the individual
user's perspective. This is also possible in ResearchGate.

When looking at the available metadata that describe
images, it is apparent that it is very limited and clearly
linked to publishing in a research context. In Humanities
Commons CORE, images are called “visual records,”
while on other sites all research material is called “data,”
This clearly frames the site within an interpretative
humanities research paradigm that opposes the idea of
data as an objective fact, and instead as something cre-
ated. Thus the very use or non-use of the word “data” in
these sites indicates a particular view of the object of
study in research.

Humanities Commons is an initiative to create a spe-
cific place for researchers within the humanities to share
their research. Here the way the research and researcher
are addressed clearly indicates the repository's position-
ing with regard to the humanities, but also that it does
not separate research data (the researched material) from
scholarly output. The data repository does not differenti-
ate between secondary research data, such as journal arti-
cles and other scholarly output in words and images, and
primary research data, such as the texts, images, or films
on which the secondary research data are based. This
indicates an idea about the process involved in humani-
ties' research being something that cannot be separated
in terms of data and result. They have also chosen to call
their datasets “Deposits” to indicate an investment in a
shared asset like a currency that enables a value
exchange, rather than something that is being stored.
The metadata for the type of “core” that can be inserted
here is significantly more diverse than in the other inter-
faces, from poetry to performance, to images, to books—
a total of about 40 different categories including datasets.
However, the core/data are treated as one file, so for
uploading multiple images they need to be archived one
by one in their own deposit, or in one compressed file.

Although there is great diversity in Humanities Com-
mons CORE in terms of types of data, the forms of pub-
lishing that are described are clearly academic here as
well; the focus, in the end, is not on describing the con-
tent of the data or core, but on placing it within an aca-
demic publishing context. This applies to all five
interfaces in this study. Most significantly, the individual
datafiles often cannot be defined separately, other than in
a very simplistic way such as a file name. The structure
of the various systems assumes that the actual “data” in
the project is similar and can be described on a general
level. The interfaces are thus differentiated for diverse

FIGURE 2 Zenodo's definitions of publication types and image types [Color figure can be viewed at wileyonlinelibrary.com]
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user groups in terms of signifiers of research paradigms,
from more collaborative research practices to those that
are more individualistic, and with different epistemol-
ogies. But under the esthetics and rhetoric of the inter-
face surface, they are designed in a similar way.

4.2 | Technical means of metadata
production

When categorizing the metadata that is available in the
interfaces into three main types, it is obvious that identi-
fying the copyright owner and pointing out the technical,

legal, managing aspects of the data related to this is the
primary concern, rather than the content or the format of
the images themselves (See Figure 5).

The metadata contained in the interfaces is primarily
of the management metadata type, concerned with the
location of the data within an archive system: whether
the scholarly work, where it has been written up, is a
book or journal, information about license, access rights,
version, language, file type, DOI, and so on. The meta-
data related to the broader cultural context of historical
images is minor in the types of metadata related to the
image content. First, this category of metadata includes
very few parameters (title, keywords, date) and second,

FIGURE 3 ResearchGate's visualization of user metrics [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 4 Humanities Commons user profile's top of page (published with permission from Jean Marie Carey) [Color figure can be

viewed at wileyonlinelibrary.com]
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FIGURE 5 Number of

metadata categories of the

metadata types' format, content,

and publishing, on dataset level in

five open research data

repositories [Color figure can be

viewed at wileyonlinelibrary.com]

FIGURE 6 Comparing available metadata on the dataset level with metadata on the data level in five open research data repositories

[Color figure can be viewed at wileyonlinelibrary.com]
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they are completely devoid of any metadata in terms of
the broader cultural-historical context of the image. This
completely disregards the needs of image researchers,
who primarily require information within a cultural-
historical context, such as how and by whom an image
has been produced, circulated, and used. Nor is there any
information about the format of the original image, such
as image medium or size, in these repositories—which is
important information for many scholars in the humani-
ties (see, for example, Chassanoff, 2018; Dahlgren &
Hansson, 2021).

The emphasis or implied weight on sharing data is
also reflected in the quantity of metadata available on the
interfaces. ResearchGate provides, for example, a very
simple interface without many metadata opportunities.
On the other hand, data publishing counts as a publica-
tion in the interface, which helps to raise the user's
metrics. When we looked at how some researchers used
the interface for publishing their datasets, we found that
simple interfaces such as ResearchGate were not used
as a data repository, but rather as a placeholder for a
reference to datasets published elsewhere, such as in
Dataverse or Zenodo. Thus, this indicates these data
repositories are not used as a primary publication
channel for sharing data but as means to create greater
visibility for the research/researcher.

Metadata for images can be described on several levels.
The first is a general one, which is often called the dataset
level. Here the collection of files is described as a whole.
In the second, metadata can also be described for each file.
Here each file can sometimes have its own metadata set.
When it comes to images, it is crucial that they are
enriched by metadata as there are no other means to
understand the file without it, unlike a text file that can
itself be searched. When we compare the metadata, where
it is possible to link to image files in the interfaces, with
the detailed metadata that the researchers are looking for,
we see large differences at the dataset level and huge dif-
ferences at the individual file level as seen in Figure 6. On
the left is the available metadata for the dataset as a whole;
on the right is the available metadata for each data file.
This shows how the files in many of the interfaces are dif-
ficult or impossible to categorize individually.

The metadata is found mainly at dataset level; only
one, Dataverse, has more than one metadata category on
file level. But even here it is very lean and contains only
the file name, file description, and keywords. It is there-
fore very difficult to create qualified metadata for individ-
ual image files in these data repositories. But it is possible
to describe the whole collection of image files only as one
entity. This shows that in the interface, data are treated
as a homogeneous entity; nothing can be described in
any detail at file level. For example, a collection of

portraits uploaded to any of these sites could include
information about the type of images (photographs) and
the genre (portraits) or the full span of its production
period (1850–1950). However, the individual names of
the people portrayed, the photographers who have
produced these images, their gender, nationality, and the
context of their varying production contexts cannot be
covered by existing metadata templates.

5 | CONCLUSION OF RESULTS

Analyzing the interfaces with norms of research practices
in mind, we found that these interfaces represent a
diverse palette of research approaches and practices: from
attempts to provide researchers with dynamic CVs where
data publishing becomes a step to promotion, where open
data are about efficiency rather than criticality, to
attempts to create platforms for collaboration and sharing
the research process.

While the research paradigms signified are diverse,
providing something for almost everyone, what these
interfaces all have in common is that they are clearly
positioned within an academic setting where the focus is
on publication and status. When comparing the metadata
available, we find a strong emphasis on publishing meta-
data in the system, which is very different from the
researchers' need for detailed content metadata on file
level. The design of the systems also assumes that the
actual “data” in the project are homogeneous and can be
described on a general level as one quantity. This is why
it is difficult to describe individual image files qualita-
tively in these data repositories.

Thus, the focus and immediate appearance of the
interfaces are differentiated for particular user groups in
terms of signifiers of research paradigms but, at the core,
the system design and functionality are similar, and they
determine what it is possible to do in a way that is fre-
quently in sharp contrast to the superficial and apparent
affordance.

6 | DISCUSSION

The European Commission regards universal open data
repositories as central to the infrastructure that will enable
more open research (European Commission, 2016).
Emphasis is placed on the opportunities for technology to
connect researchers, reuse data, and create more participa-
tory research processes, and thus increase innovation in
society. Especially when it comes to the searchability of
digital images, data repositories, where users can directly
enrich images with metadata, can potentially contribute to
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research in the humanities and for our understanding of
history. Also, the open data paradigm would promote
transparency and scholarly integrity as it would make it
easier to evaluate the accuracy and solidity of a dataset.

Several problems have been highlighted as to why
humanities scholars in particular have been reluctant to
use open data repositories. The problem is situated, fore-
most, as being with the researcher: that they are too indi-
vidualistic, as are their research processes; and that they
might feel alienated by the built-in norms about the
research process that exists in some repositories. Legal
issues are another obstacle, such as problems with copy-
right that limit the right to collect, store, and reproduce
the data required because those rights belong to others, as
is the case with a considerable body of created artifacts,
which are the object of study in the humanities. But above
all, the greatest problem when it comes to reuse is the fre-
quent lack of sufficiently qualifying metadata to describe
the content of the data online (Borgman et al., 2015;
Long & Schonfeld, 2014; Pasquetto et al., 2019).

In this study, we have therefore looked at the norms
that are assumed to be embedded in the technology,
while looking more closely at what the interfaces make
possible, in practice, to support sharing and reuse. We
found that multiple norms about research are embedded
in these five repositories, when it comes to the signifiers
of research expressed in graphic display and rhetoric, the
perceived affordance for users determines if the users
think they belong or not, and whether their needs will be
met. However, when it comes to the technical means for
metadata production on a system level, what they all
share is a focus on the management, concentrating on
scholarly publications rather than the sharing of data for
transparency or reuse. When counting the metadata cate-
gories of publishing defining the data in relation to the
academic metric systems, we found more than four times
as many as compared with the categories in the two other
metadata types together. The interfaces are thus primar-
ily designed to collect metadata that is important for
understanding the position of the data within the metrics
system of the research world, collecting publication met-
rics such as funding, academic institution, journal, con-
ference, research subject, and so on.

However, it is difficult to understand how the inter-
face can support the sharing of images in a humanities-
oriented collaborative research process, or other research
practice where it is important to understand in detail
how each image is produced and why, since metadata
about the actual content of the material is lacking on
item level (data level). In other words, the practices in
the interfaces reflect the copyright system, with its focus
on intellectual ownership, and the bibliometric system,
with its focus on authorship. The metadata provided by

some of the larger repositories such as ResearchGate is
also often insufficient to identify the data source appro-
priately and is instead used by researchers as a way to
advertise data published elsewhere (e.g., Dataverse or
Zenodo). This corresponds with previous research on
ASNS showing that the principal use is as a tool, not for
sharing research, but for grading and monitoring
researcher personas (Barbour & Marshall, 2012; Hahnel
et al., 2017; Meishar-Tal & Pieterse, 2017).

This study also reveals a fundamental problem in the
system design and the categorization of data, as metadata
categorization is primarily about branding the output of
the contributing researcher rather than providing
datasets for other end users. Basically, the metadata that
can be added to images is insufficient for it to be useful to
find and reuse images as research data. More detailed
metadata is only possible at the overall dataset level,
which is in support of an idea of research data as some-
thing that is aggregated and homogeneous, rather than
particular and specific, at odds with image datasets in the
humanities.

The results reveal an ontological gap between the
metadata needs and practices of researchers within
the humanities using images as source material and the
practice that the technical interfaces enable systematically
when it comes to using images as research resources. It is
therefore hardly surprising that humanities-oriented
researchers are hesitant about using open research data
repositories. Perhaps it is not so much about researchers'
attitudes, as previous research on open data practices in
the humanities has shown, but rather the false affordance
in the interface design that does not deliver its promises.
At the same time, it is easy to see the enormous possibili-
ties that a more open approach to data might bring. In a
humanities research tradition, sharing and openness are
central to the research culture. In fact, historical data
are to a large extent already openly available as deposits in
public libraries, archives, and museums. Unlike other fac-
ulties where research data are produced by the research
process, researchers in the humanities primarily reuse data
generated by others. Here, we can develop strategies to
provide the data with qualified contextual information,
and for reuse to become more than just an ambition. How-
ever, sharing images as data on a larger scale requires a
different design for data repositories—a design that puts
the research material at the center and builds context from
the ground in a more dynamic way; where the metadata is
the data rather than the image, which for copyright rea-
sons is found elsewhere.

The division into datasets that summarize the con-
tents of a lump sum of images that do not in themselves
contain details is not very useful, as the creation of a col-
lection (or dataset) of images is often unique to each
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research project and not immediately reusable. In addi-
tion, if the data are to be useful and function as the suc-
cessful mobile research object as Latour (1987) suggests,
each image file needs to be enriched with qualified meta-
data describing historical context, by whom, where, how,
and why the image was created.

Hall (2016) warns that a shift in power is taking
place through platform reform within academia, which
instrumentalizes the research process and creates increased
control over researchers. Our results show that these plat-
forms, instead of supporting the reuse of data, primarily sup-
port such an instrumentalization of the research process,
when the research is commodified and divided into smaller
parts. What can mainly be shared and reused is not the con-
tent of the data, which is too deficient, rather the priority is
metrics about the researcher's activity in the academic system.
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