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Abstract

This study explores the use of PubPeer by the scholarly community, to under-

stand the issues discussed in an online journal club, the disciplines most com-

mented on, and the characteristics of the most prolific users. A sample of

39,985 posts about 24,779 publications were extracted from PubPeer in 2019

and 2020. These comments were divided into seven categories according to

their degree of seriousness (Positive review, Critical review, Lack of informa-

tion, Honest errors, Methodological flaws, Publishing fraud, and Manipula-

tion). The results show that more than two-thirds of comments are posted to

report some type of misconduct, mainly about image manipulation. These

comments generate most discussion and take longer to be posted. By disci-

pline, Health Sciences and Life Sciences are the most discussed research areas.

The results also reveal “super commenters,” users who access the platform to

systematically review publications. The study ends by discussing how various

disciplines use the site for different purposes.

1 | INTRODUCTION

The peer-review system is an editorial practice that is
recently being called into question by part of the scholarly
community (Kelly et al., 2014; Mulligan, 2005). Many criti-
cisms are levied against the subjectivity of the reviews,
lack of transparency (anonymous referees and conflict of
interests), and overexploitation of reviewers (Fox, 2017).
The current transformations of the academic publishing
world, with the consolidation of Open Access and the
appearance of different ways of research dissemination
(repositories, social networks, etc.), have favored the
appearance of new proposals to reduce the limitations of
this procedure or to contribute an alternative model. Many
open access journals (PeerJ, F1000, Biology Direct) are
instituting open peer-review processes in which reviewers'

identities and reviews are publicly available on the site,
providing complementary information about how the
manuscript has been revised, corrected, and improved
(Ross-Hellauer, 2017). Although this model increases
transparency, it could influence the critical thinking skills
of reviewers to avoid making enemies through the public
exposure of their comments (Teixeira da Silva, 2019).

Another way to review research papers is through
postpublication peer review (Knoepfler, 2015). This proce-
dure places the review process after the article has been
published and invites peers to publicly comment on the
quality of the study. Although this method has only been
embraced by a few journals (Atmospheric Chemistry and
Physics, MedEdPublish, Sci), it has been most used in
various web platforms associated with scientific publica-
tion (Publons, PubPeer, ResearchGate). These services
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provide the technology and visibility to attract potential
researchers interested in the public review of publications.
The principal advantages of this system are that the entire
process is transparent, it generates open and enriching
scientific debate, and, in the case of web platforms, is inde-
pendent of journal editorial policies. However, it is vulner-
able to anonymous harassers, and the process could
become endless (Teixeira da Silva & Dobr�anszki, 2015).

PubPeer was the first web site for postpublication peer
review (Bik, 2019). This platform was created in 2012 as a
journal club where research papers were discussed by
scholars in an open environment (Torny, 2018). A request
for protection by some students afraid of suffering reprisals
led to anonymity being introduced in 2013. This change
made the site very successful, as it began being used to
pursue misconduct in research publications. PubPeer's sig-
nificance not only lies in the reporting of bad practices,
but also in the ongoing detection of failures in the peer-
review system, with comments about conflicts of interests,
metrics manipulation, or fake peer reviews. The massive
disclosure of unethical practices is being wielded to
demand more transparency in the scholarly publishing
system and a higher commitment of publishing houses to
detecting and disclosing these problems (Horbach &
Halffman, 2018). This study analyzes the content of the
comments posted to the platform, to explore general pat-
terns in the use of this web space.

2 | RELATED RESEARCH

The literature on peer review has focused on appraising
the various elements and agents involved in the process, to
detect limitations and suggest improvements (Kassirer &
Campion, 1994). Many studies have tested the consistency
of reviewers' decisions, finding important disagreements
between them (Pier et al., 2018; Rothwell & Martyn, 2000).
In some cases, the subjectivity of the process has been
reported when gender (Helmer et al., 2017), language
(Herrera, 1999), and social biases (Walker et al., 2015) have
been revealed. Other important limitations to peer review
have been posited, including excessive time delay (Björk &
Solomon, 2013), reviewers' conflicts of interests (Resnik &
Elmore, 2018), and the inability to detect fraudulent mis-
conduct (Horbach & Halffman, 2019; Smith, 2006).

These drawbacks of traditional peer review have
encouraged improvements and alternative proposals that
require testing. Reviewer anonymity is the most analyzed
aspect (Ross-Hellauer, 2017). van Rooyen et al. (1999)
observed that reviewer identification had no important
effect on the process but significantly increased the likeli-
hood of reviewers declining to review. Walsh et al. (2000)
did find striking differences, observing that non-
anonymous reviewers are more prone to being more

polite and to recommending the publication. Bolek
et al. (2020) found similar results, particularly that
women reviewers are more resistant to making their
names public. However, Thelwall et al. (2020) detected
an important country bias in non-anonymous reviewers,
who favored the acceptance of publications from the
same country. Studies about the impact of review reports
being published openly are less frequent. Cosgrove and
Cheifet (2018) found no significant differences in time
delay or number of reluctant reviewers regarding open or
non-open reviews. In a pilot study, Nature Communica-
tions (2016) confirmed that, on average, 60% of reviewers
accepted the open publication of their reports.

Many of these changes in the peer-review system have
been headed by recent web platforms that externally pro-
mote publication review—in particular, post-publication
peer review (e.g., Publons, PubPeer, ResearchGate).
However, studies about these platforms have been more
descriptive than analytical. From this latter perspective,
Ortega (2017) analyzed the relationship between reviewers'
performance in Publons and their bibliometric outputs, find-
ing a weak correlation between both activities. He also stud-
ied the association between Publons metrics, bibliometrics,
and altmetrics, finding low correlations between these indi-
cators (Ortega, 2019). Segado-Boj et al. (2018) found that
respondents to an opinion survey who valued ResearchGate
more highly were more critical of open review.

According to PubPeer, Wager and Veitch (2017) cate-
gorized comments about 150 biomedicine research articles
to measure the proportion of misconduct detected by the
platform. Their findings revealed that only 7% deserved a
journal action. More recently, Bordignon (2020) used
PubPeer comments to test the influence of negative com-
ments in the retraction/correction of papers, concluding
that PubPeer contributes more to the correction of science
than negative citations. Ortega (2020) studied the inci-
dence of editorial notices in PubPeer, observing that edito-
rial notices are more common in multidisciplinary
journals and those specializing in biochemistry and medi-
cine. Other publications only focused on theoretical dis-
cussions about the problem of anonymity and the
implications of post-publication review (Blatt, 2015;
Teixeira da Silva, 2018; Torny, 2018; Townsend, 2013).
However, there is an important gap regarding the overall
content of this site and how it has been used by the schol-
arly community.

3 | OBJECTIVES

The aim of this study is to explore the use of PubPeer by the
scholarly community through the content categorization of
comments posted to the platform. It analyzes the character-
istics of each type of comment (delay, number of posts),
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disciplinary differences, and the most relevant profiles in the
network. Three research questions are formulated:

• What are the most frequent types of comment? And
what is the difference between them according to time
delay and number of posts?

• What is the disciplinary distribution of each type of
comment? And in which disciplines is each type
of comment more prevalent?

• How do users use this platform? Specifically, what are
the differences between genders and disciplines?

4 | METHODS

4.1 | Source

PubPeer is a scientific forum or journal club where scien-
tific publications are discussed after publication. A spe-
cial feature of this postpublication peer-review site,
created in October 2012, is that comments can be anony-
mous. As a result, the forum has become a specialized
site for reporting bad publishing practices. Considerable
controversy has ensued because many authors feel
defenseless in the face of unknown complainants
(Torny, 2018). However, many users are grateful for this
format because bad practices can be flagged up with no
reprisals.

Until 2018, a generic “Unregistered Submission” or
“Peer” was used to post anonymous comments. However,
this impeded identifying who posted which comment
when several anonymous users participated in the same
thread. To solve this problem, registration was required
for posters, and the scientific name of an organism was
assigned to ensure anonymity (Teixeira da Silva, 2018).
Recently, PubPeer has integrated several platforms to
indicate when a paper is being discussed: Zotero and a
navigator extension signal when comments are made
about a publication. Moreover, tweets about research
publications can be read in PubPeer as a way of capturing
discussion outside the platform (PubPeer, 2021).

4.2 | Data

Two samples were extracted from PubPeer: an initial
sample of 32,097 threads and 65,179 posts was obtained
in March 2019 and was then updated with 7,659 threads
and 21,200 posts in January 2020. These samples were
obtained by searching for the first letters of the
alphabet—a, b, and c—in the standard search box.
PubPeer ranks results by date, and therefore entries after
2018 were retrieved. Each entry is a comment linked to a
thread with an identifier. This ID was extracted, and

a crawler was designed to sequentially extract the biblio-
graphic data about publications and the metadata (user,
text, date, etc.) of each comment linked to each thread.
WebQL Studio (www.ql2.com) was used for this task. In
total, 86,379 posts from 39,757 threads associated with
24,779 publications were retrieved. From this set of posts,
11,469 (13.3%) were automatically generated by a robot
(statcheck), and 6,328 (7.3%) were retrieved without user
comments. These posts were removed. Finally, 68,595
(79.4%) posts produced by 26,456 users were selected for
the study.

Each publication included in the sample was themati-
cally classified according to the journal in which it was
published. This information was obtained from the
SCImago Journal & Country Rank portal (scimagojr.
com), which uses All Science Journal Classification
(ASJC) to categorize and rank journals. Each publication
was assigned to more than one discipline according to
the number of categories in which a journal is classified.
Documents published at other venues (repositories, con-
ferences, books, etc.) were classified manually.

To identify the type of user (anonymous or non-
anonymous), the system applies the at (@) symbol to
most nonanonymous users. In any case, a manual
inspection was performed to distinguish nicknames
and Latin species names from first name/surname
structures. Genre identification was carried out manu-
ally by searching for first names in Gender Checker
(genderchecker.com). Unisex names such as Chris,
Alex or Chang were not considered.

Posts or comments are interchangeable and refer to
each comment or opinion posted by a user about a publi-
cation. Thread refers to the collection of comments dis-
cussing a specific issue in one publication. A publication
may have different threads, though this is uncommon.
Only 539 (2.2%) publications were discussed in more than
one thread.

4.3 | Classification

An important limitation in the study of web posts and
comments is that the text must be processed for content
to be categorized and the principal meaning of each post
defined. Unlike Twitter, PubPeer does not include
hashtags or other types of words that allow content clas-
sification. Accordingly, highly informative words (key-
words) that describe the principal statement of each
comment were extracted. This procedure can be carried
out in various ways. A common method is a panel of sev-
eral coders that contrast their subjective interpretation of
content (Hooge et al., 2018; Malički et al., 2021)—a team
of collaborators is required for this purpose. However,
more often, categorization through keywords has been
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used to classify posts on social networks (Carreño &
Winbladh, 2013; Salehan & Kim, 2016; Thelwall
et al., 2012) when the volume of entries is considerable
and an automatic approach is necessary.

The most frequent nouns and verbs in the entire cor-
pus (more than 1%) were selected to search comments
that included those terms. These keywords were stem-
med (plural/singular, verb forms, etc.) and normalized
(Methods = Methodology, Methodological) to become
concepts. For example, Figure (27%), Image (24%), Retrac-
tion (4%), and Duplication (3%) were the most frequent
concepts. Each comment is thus described by several
terms that describe the general content. Therefore, an
entry with the terms Figure and Splicing might suggests a
warning about a possible manipulation of images, while
Methods, Discussion, and Clarifications might allude to
doubts about how the results were obtained.

Next, a classification scheme was designed to assign
each comment to a category. Several sources and publica-
tions were used as a reference. For example, the three
types of misconduct defined by the National Science Foun-
dation (Electronic Codes of Federal Regulations, 2019);
the types of misconduct in biomedicine identified by
Kumar (2008); differences between misconduct and honest
error (Resnik & Stewart, 2012); and the classification of
misconduct proposed by Kuroki (2018). However, all these
examples focus on scientific fraud, and PubPeer is a jour-
nal club that includes comments about any type. There-
fore, an ad hoc classification scheme was designed
according to the degree of misconduct and seriousness of
the comments, and 24,016 publications (97%) were classi-
fied following this scheme:

• Positive review: Comments that praise and highlight
publications according to the reach and importance of
the results. Associated concepts are, for instead, Inter-
esting, Excellent, and Useful.

• Critical review: Comments that discuss the methods
and results and their interpretations. This group
includes discussions about theoretical implications and
scientific disagreements (Resnik & Stewart, 2012).
Associated concepts are, for example, Methods and Dis-
cussion. Within this category:
� Lack of information: Inside Critical review, this is a

subcategory that addresses the problematic absence
of information about how the study was performed,
the availability of raw data, and lack of relevant bib-
liographic references. Associated concepts are, for
example, Data available and Missing information.

• Errors: These comments reveal scientific studies that
use wrong methods or data but with no intention of
committing deliberate fraud. Two groups of comments:
� Honest errors (Resnik & Stewart, 2012): They could

be rectifiable mistakes (e.g., erratum) due to

confusion and oversight in the writing of the paper.
Associated concepts are, for example, Error, Correc-
tion, and Typo error.

� Methodological flaws: They are motivated by a lack
of awareness of statistical or other scientific tech-
niques (e.g., western blots, spectroscopy) that throw
up wrong results (e.g., correlation fishing, bar errors,
loading controls). This category could be bordering
on fraud, because this confusion could be intended
to obtain the desired results. However, such inten-
tionality is not always evident, and these issues
are given the benefit of doubt and considered as
Errors. Associated concepts are, for example, Sam-
pling issues, Lack of references, Error, Wrong method,
and Ethical issues.

• Fraud: These are the most serious posts. They report
intentional misconduct that aims to highlight findings
or take advantage of the research evaluation system.
Two subsections were defined:
� Publishing fraud: Interference with the publishing

system to increase production and impact. Associ-
ated concepts are, for example, Salami publishing,
Reusing, Republishing, Plagiarism, Duplicated publi-
cation, and Citation farm.

� Manipulation: Intentional edition and manipulation
of data and images to obtain better results than
those expected, to corroborate the desired hypothe-
sis. Associated concepts are, for example, Splicing,
Duplication, and Manipulation.

4.4 | Classification process and
validation

A heuristic was used to proceed with classification. To
reduce time and effort, only the first comment in a thread
was analyzed—the first post is often the most informative
as it presents the initial argument about the publication.
If the starting post did not include sufficient information
(i.e., only an external link, a figure with embedded text),
the remaining posts were read manually. Because the
classification scheme is gradual, when a thread addressed
several issues, the publication was assigned to the most
serious category. For example, if a paper was reported for
Methodological flaws and Plagiarism, then that paper
was classified as Publishing fraud. This fact is rather
unusual since only 1.5% of threads include comments of
different types.

To test the accuracy of the classification process, a
random subsample of 4,000 (16.7%) classified posts
(predicted) were also manually classified (actual). The
percentage of cases in the sub-sample is proportional to
the original sample to avoid biases in the validation.
Using a simple rule of three, the number of cases for each
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category were randomly selected sorting PubPeer IDs
alphabetically.

Table 1 gives the precision between keyword and
manual classification. The test shows a general precision
of 88.1%; Publishing fraud (66.5%), Positive review
(71.7%), and Methodological flaws (72.4%) were the cate-
gories with the most incorrect assignments. In the case of
Publishing fraud, misclassification is due to the ambigu-
ity of the term “duplication,” because it could suggest
duplication of elements in a figure (Manipulation), or
duplication of text or figures in different publications
(Publishing fraud). Twenty-eight percent of Positive
reviews are in fact Critical reviews because many Critical
reviews also include positive comments. Misclassification
in Methodological flaws is due to the difficulty of specify-
ing when an error could be intentional or not. This lead
to the wrong assignment of 15.1% of Methodological flaws
posts to Manipulation. However, the overall result indi-
cates that the classification process works fairly well,

because close to nine out of 10 posts (precision = 88.1%)
were correctly assigned.

The total list of classified posts (24,016) and the sub-
sample of reclassified posts (4,000) are available at the
following site: https://osf.io/2zfrw/.

5 | RESULTS

5.1 | Distribution of comments

Of the comments, 63,588 (92.7%) were associated with a
research publication. Distribution of comments by article
is skewed, following a power-law trend (α = 3.06)
(Figure 1). Hence, most papers are only commented upon
once (50.25%) or twice (34.56%), while just seven articles
have more than 100 comments (Table 2). This result
shows that very few publications provoke clear discussion
with numerous comments and replies.

TABLE 1 Confusion matrix with the proportion of predicted assignments according to actual classification

Predicted Actual Manipulation (%)
Publishing
fraud (%)

Methodological
flaws (%)

Honest
errors (%)

Lack of
information (%)

Critical
review (%)

Positive
review (%)

Manipulation 93.9 29.5 15.1 1.0 1.1 5.3 0.0

Publishing fraud 4.3 66.5 5.1 0.0 0.0 0.0 0.0

Methodological
flaws

1.5 0.8 72.4 4.1 1.1 1.7 0.0

Honest errors 0.0 0.3 0.0 80.6 0.0 0.6 0.0

Lack of
information

0.0 0.5 0.6 1.0 75.5 1.3 0.0

Critical review 0.3 2.4 6.7 13.3 22.3 90.6 28.3

Positive review 0.0 0.0 0.0 0.0 0.0 0.5 71.7

F IGURE 1 Distribution of

comments by publication (log–log)
[Color figure can be viewed at

wileyonlinelibrary.com]
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Table 3 depicts the number and proportion of publica-
tions classified according to the type of comment they
receive. Appendix A includes all information about the
estimation and correction of these results according to
the accuracy test. Differences between predicted and
actual cases are small and hardly significant, indicating
that both classification methods report similar results.
Publications reported for Manipulation of data and fig-
ures are the majority (62.2%), followed by Critical reviews
(15.8%), and Publishing fraud (9.6%). By group of com-
ments, 71.8% of publications are reported for fraud of any
kind, while 17.5% are just critical reviews of methods or
discussions about the theoretical implications of the
results. These results show that the main use of PubPeer
is to report fraudulent studies—more than two thirds of
the comments. The remaining comments are about the
research quality of studies and flag up methodological
errors.

According to the response rate of authors, in general,
the reply average is quite low (6.9%), which suggests that
many authors are not aware of the comments expressed
about their papers. The highest response rates are in
Manipulations (8.0%) and Positive reviews (6.9%). For
Manipulations, these could be motivated by authors' needs
to defend themselves against serious accusations. Con-
versely, for Positive reviews, it could be that some authors

use PubPeer as a network for dissemination. More than
half the replies are single posts (54%) reporting the release
of new and positive advances.

Nevertheless, with an average percentage of 85.6%,
anonymous comments are highly frequent. By type of
comment, the degree of anonymity drops as the comments
become less problematic. Comments with the highest per-
centage of anonymous posters are therefore Manipulations
(93.8%) and Publishing frauds (91.6%), while Positive
(49.4%) and Critical reviews (73.8%) are the type of
comments published by fewer anonymous users.

Figure 2 displays the distribution of the number of
posts per publication according to type of comment. Pub-
lications categorized as Manipulation (3.3 ± 0.08) and
Publishing fraud (3.15 ± 0.47) gather more posts on
average than the other categories, while Positive review
(1.4 ± 0.19) is the type of comment that accumulates the
fewest posts. By group of comments, Fraud publications
(3.25 ± 0.094) clearly produce more posts than Critical
review (2.55 ± 0.32) and Errors (2.48 ± 0.65). These dif-
ferences are statistically significant (Kruskal–Wallis chi-
square = 1152.1, p < .0001), and these results clearly
show that publications reported for fraud receive many
more posts than other types of publications. Bilateral
comparisons (Dunn's test) show that these differences are
not significant between Critical review and Honest errors

TABLE 2 Distribution of the number of comments by publication and percentage of contribution

Number of comments Publications Publications (%) Comments Contribution (%)

1 12,069 50.25 12,069 18.98

2–4 8,299 34.56 21,883 34.41

5–9 2,595 10.81 16,516 25.97

10–99 848 3.53 11,690 18.38

<100 7 0.03 1,430 2.25

Total 24,016 63,588

TABLE 3 Distribution of publications, author responses, and anonymous posts by type of comments in PubPeer

Group of
comments

Type of
comments Publications Publications (%)

Author
response

Author
response (%) Anonymous Anonymous (%)

Positive review Positive review 190 0.8 13 6.9 76 49.4

Critical review Critical review 3,791 15.8 222 5.9 2,694 73.8

Lack of
information

398 1.7 26 6.5 335 86.6

Errors Honest errors 577 2.4 40 6.8 474 83.6

Methodological
flaws

1,809 7.5 76 4.2 1,413 82.0

Fraud Publishing
fraud

2,316 9.6 88 3.8 1,969 91.6

Manipulation 14,935 62.2 1,196 8.0 12,865 93.8

Total 24,016 1,661 6.9 19,826 85.6
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FIGURE 2 Boxplot of the

distribution of the number of posts (log)

by type of comment [Color figure can be

viewed at wileyonlinelibrary.com]

FIGURE 3 Boxplot of the

distribution of time delay in posting

(log) according to type of comment

[Color figure can be viewed at

wileyonlinelibrary.com]
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(p = .015) and Lack of information (p = .854); Positive
review and Honest errors (p = .735); and Publishing
fraud and Lack of information (p = .032).

Figure 3 displays the time delay in days between when a
paper is published and when comments are posted on
PubPeer, to understand how long it takes for certain types of
comments to be posted. Only articles published from 2015
were selected, to avoid outliners from very old articles publi-
shed before the platform existed. The findings appear to
show that the more problematic the comments, the longer
they take to be posted. Thus, comments about Manipulation
and Publishing fraud take, on average, 593 ± 15.4 days
(1.6 ± 0.04 years) and 533 ± 34.2 days (1.5 ± 0.09 years),
respectively, while Positive and Critical reviews happen 239
± 60.9 days (0.65 ± 0.17 years) and 241 ± 14.6 days (0.66
± 0.04 years) later. Differences in the delay between Manip-
ulation and Publishing fraud and the other groups are statis-
tically significant (Kruskal–Wallis chi-square = 1079.3,
p < .0001). Bilateral comparisons (Dunn's test) show that
these differences are not significant between Methodological
flaws and Positive review (p = .283) and Honest errors
(p = .395); Lack of information and Honest errors (p = .561);
and Publishing fraud and Manipulation (p = .152)

5.2 | Disciplinary analysis

The most commented research areas in PubPeer are Life
Sciences (50.6%) and Health Sciences (27.6%). Physical

Sciences contributes 18.2% of publications, while the pres-
ence of Social Sciences & Humanities is anecdotal, with
only 3.7% of comments.

Figure 4 shows the proportion of the type of comment
according to the four main research areas. The picture
clearly depicts a significant difference between disci-
plines: Health Sciences (77%) and Life Sciences (79%) are
the research areas with a higher proportion of fraud
reports, especially regarding Manipulation (68% in Health
Sciences and 70.5% in Life Sciences), whereas Social Sci-
ence & Humanities publications include more Critical
reviews (43.5%) and Errors (33.2%). In this same research
area, the most frequent comment type is Methodological
flaws (29.7%). This clear difference between Social Sci-
ences & Humanities and other research areas could be
because Social Sciences & Humanities include speculative
disciplines (e.g., History, Philosophy) based on qualitative
methodologies that favor critical discussion and disci-
plines (e.g., Psychology, Economics) with a strong statisti-
cal component that facilitates the proliferation of
methodological errors in data analysis and treatment

Figure 5 presents a more detailed view at the disci-
plinary level, clearly showing that Life Sciences and
Health Sciences are the most problematic research areas.
Concretely, Immunology and Microbiology (83.1%), Bio-
chemistry, Genetics and Molecular Biology (83%), and
Pharmacology, Toxicology and Pharmaceutics (82.5%)
receive the most comments on fraud, with posts on data
and image manipulation (more than 70%) being the most

FIGURE 4 Bar plot of the

proportion of posts by type of comment

and grouped by research area [Color

figure can be viewed at

wileyonlinelibrary.com]

8 ORTEGA

http://wileyonlinelibrary.com


FIGURE 5 Barplot of the proportion of comments by type and grouped by discipline [Color figure can be viewed at

wileyonlinelibrary.com]

FIGURE 6 Distribution of

comments by user (log–log) [Color
figure can be viewed at

wileyonlinelibrary.com]
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frequent. However, comments about Publishing fraud are
more common in Health Sciences and Physical Sciences,
particularly Dentistry (31%) and Veterinary (26.9%), Earth

and Planetary Sciences (27.3%), and Engineering (21.4%).
The figure also shows that Social Sciences & Humanities
publications have more Errors. Business, Management and

TABLE 4 Distribution of the number of comments by user, proportion of anonymity, and percentage of contribution

Number of comments Users Users (%) Anonymous Anonymous (%) Comments Contribution (%)

1 15,857 59.94 14,489 91.37 15,857 23.12

2–4 8,344 31.54 7,675 91.98 21,087 30.74

5–9 1,678 6.34 1,557 92.79 10,584 15.43

10–99 552 2.09 498 90.22 9,310 13.57

<100 25 0.09 19 76.00 11,757 17.14

Total 26,456 24,238 91.62 68,595

TABLE 5 Distribution of posts by research area and type of comment of the five most active commenters

Name Research area Posts Post (%) Group Posts Post (%)

Actinopolyspora Biskrensis Health Sciences 318 34.6 Fraud 662 88.4

Life Sciences 404 43.9 Errors 41 5.5

Multidisciplinary 96 10.4 Critical review 46 6.1

Physical Sciences 97 10.5

Social Sciences & Humanities 5 0.5

Total 920 Total 749

Elisabeth M. Bik Health Sciences 520 35.1 Fraud 979 90.6

Life Sciences 666 45.0 Errors 83 7.7

Multidisciplinary 97 6.6 Critical review 18 1.7

Physical Sciences 188 12.7

Social Sciences & Humanities 9 0.6

Total 1,480 Total 1,080

Hoya Camphorifolia Health Sciences 647 30.6 Fraud 1,483 93.9

Life Sciences 835 39.4 Errors 43 2.7

Multidisciplinary 100 4.7 Critical review 53 3.4

Physical Sciences 523 24.7

Social Sciences & Humanities 12 0.6

Total 2,117 Total 1,579

Indigofera Tanganyikensis Health Sciences 346 47.1 Fraud 497 90.9

Life Sciences 289 39.3 Errors 37 6.8

Multidisciplinary 38 5.2 Critical review 12 2.2

Physical Sciences 60 8.2 Positive review 1 0.2

Social Sciences & Humanities 2 0.3

Total 735 Total 547

Lydia M. Maniatis Health Sciences 209 24.7 Fraud 63 11.5

Life Sciences 404 47.8 Errors 93 17.0

Multidisciplinary 102 12.1 Critical review 387 70.9

Physical Sciences 43 5.1 Positive review 3 0.5

Social Sciences & Humanities 88 10.4

Total 846 Total 546
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Accounting (53.5%) and Economics, Econometrics and
Finance (44.8%) receive the most comments about Meth-
odological flaws, which could be explained by the fact that
they are mainly based on quantitative methods prone to
mistakes in statistical data. Yet Decision Sciences (58.3%),
Mathematics (53%), and Computer Science (50.6%) receive
the most critical reviews. However, these disciplines have
a low number of publications in PubPeer, and these per-
centages are distorted by one specific user's criticism about
fuzzy logic methods. If these comments are removed, then
Arts and Humanities (42%) and Social Sciences (49.2%)
have the largest number of critical reviews. These results
now fit better with speculative disciplines in which theo-
retical discussions between different schools and traditions
are more commonplace

5.3 | Distribution of users

Figure 6 depicts the cumulative distribution of the num-
ber of commented publications by user, and Table 4 the
number of users, anonymity and contribution by number
of comments. As for comment distribution, the trend fits
with a power law (α = 2.52), suggesting that few users
are responsible for most comments (25 users post 17.1% of
the comments), and most users just comment on one
(59.9%) or two (31.5%) publications. Interestingly, the tail-
end of the distribution shows more posts per user than
expected. This deviation means that a group of “super
commenters” uses the journal club as an active medium
for reporting specific problems, rather than for discussing
one-time articles. The proportion of anonymous users
(91.62%) is slightly higher than the percentage of anony-
mous posts (85.6%), which could indicate that the non-
anonymous users could be more active than the
anonymous ones. The fact that the anonymity in users
with more than 10 posts is under the mean, could confirm
this assumption

A close look at the five most active commenters reveals
some distinctive features (Table 5). Most focus almost
entirely on reporting fraudulent activities, mainly image
manipulation. The only exception is Lydia Maniatis, who
spotlighted the discussion of certain methods and theories
(Critical review) in Neuroscience. Another characteristic is
that these prolific commenters specialize in discussing Life
Sciences and Health Sciences publications, particularly

Biochemistry, Genetics and Molecular Biology, and Medi-
cine, except for Hoya Camphorifolia, who focused on Phys-
ical Sciences as well.

Interestingly, only two of these five “super commenters”
are non-anonymous—and they are women. This led us to
explore gender differences in how users engage with the plat-
form. Table 6 shows the number of users and comments by
gender, limited to non-anonymous users with more than two
posts. The results indicate that many more men (76.0%) than
women (24.0%) comment on papers, but that women con-
tribute a slightly higher proportion of posts (men = 44.2%,
women = 55.8%) and more posts on average (men = 10.7,
women = 42.7). These differences are statistically significant
(Wilcox test = 5,153,819, p < 2.2e-16), perhaps due to the
high participation of Elisabeth M. Bik and Lydia Maniatis,
which drags the mean up to more than three times more
than for men. This could also explain why the percentage of
comments about misconduct is higher in women (91.2%)
than in men (88.1%), as is reporting more data manipulations
(men = 76.0%; women = 83.2%), while women post fewer
positive reviews (men= 3.0%; women = 0.5%).

6 | DISCUSSION

Exploratory analysis of the comments posted on PubPeer
has provided several insights into how this popular jour-
nal club is used. Most posts generate few replies, and
close to 70% of the comments receive fewer than two
responses. This suggests that the platform is used for
reporting problems about specific papers rather than
for generating critical discussion about new research
fronts or the potential of some methods, a perception
confirmed by the content of the comments. That 71% of
the posts are about fraud, especially image manipulation,
reveals that PubPeer is mainly being used to report fraud-
ulent research. In addition, comments about dishonest
studies attract on average more attention than other com-
ments (3.5 posts), indicating that the audience of this site
could be especially interested in detecting misconduct in
publications. Interestingly, comments about fraudulent
publications take longer to get published (1.5 years),
which emphasizes the considerable effort and prudence
involved in the formalization of these accusations.

Another sign of poor engagement is the low response
rate per author (6.9%), although this percentage climbs to

TABLE 6 Distribution of users

with more than two posts by gender
Gender Users Users (%) Comments Comments (%) Comments/user

Men 231 76.0 2,465 44.2 10.7

Women 73 24.0 3,116 55.8 42.7

Total 304 5,581 18.4
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8.0% for comments about manipulations. Even then, the
proportion of authors that do not respond to these accusa-
tions is very high, which could indicate that many authors
are not aware of the platform, or that they refuse to publicly
discuss misconduct in their publications. However, it is also
true that many authors do not respond as such but as
regular users, which could distort the response rate.

But perhaps the most outstanding feature are the anon-
ymous posts: around 86% of comments do not have a recog-
nizable user. This percentage reaches 94% for fraudulent
publications and highlights the need for anonymous
whistleblowing channels to avoid reprisals in science
(Bouter & Hendrix, 2017; Yong et al., 2013). However, the
high percentage of anonymity in posts about critical reviews
(76%), even in positive reviews (49%), signals a warning
about an unfair use of this feature, which should only be
used for fraud cases to protect the informant (Blatt, 2015;
Teixeira da Silva & Blatt, 2016).

By discipline, PupPeer's comments center on Health
and Life Sciences, which are also the most troublesome
disciplines, with the highest percentages of fraudulent
publications. Specifically, Immunology and Microbiol-
ogy, Biochemistry, Genetics and Molecular Biology, and
Pharmacology, Toxicology and Pharmaceutics receive
the most comments about publishing fraud and data
manipulation. This result coincides with previous stud-
ies about the disciplinary distribution of retractions
(Ortega, 2020; Tripathi et al., 2019) and highlights the
great problem of image manipulation in Biomedicine
today (Bik et al., 2016; Oksvold, 2015). Otherwise,
social science and humanity disciplines indicate a high
proportion of comments about critical reviews and
methodological flaws, which exposes the importance
of theoretical discussion in the humanities and the
misuse of statistical methods in the social sciences
(Brown & Hedges, 2009; Lamiell, 2019). These results
suggest that this platform could be used differently
according to discipline. Thus, while biochemists access
the site to report misconduct (Manipulation, Publish-
ing fraud), social scientists and humanists use it to dis-
cuss conclusions and detect methodological errors
(Critical review, Methodological flaws).

The distribution of posts by user pinpoints the different
uses of the platform. The results show that while most
users post about one or two articles (95%), a small group
of “super commenters” access the forum to systematically
report misconduct. That the most prolific users specialize
in Biochemistry, Genetics and Molecular Biology, and Medi-
cine, is unsurprising and would explain why disciplines
with more troublesome publications favor the emergence
of users who specialize in detecting misconduct. This
result suggests, to some extent, a certain degree of profes-
sionalization. The appearance of “Image forensics” is an

example of researchers that develop competence in the
detection of misconduct practices and focus their research
career on reporting these issues (Shen, 2020). The fact that
the anonymity is less frequent in this group could indicate
that some “professionals” are less afraid of reprisals and
opting for being identified.

6.1 | Limitations

The main difficulty of this study is that a specific classifica-
tion scheme has been designed to gather every type of
comment and provide a complete overview of the use
of PubPeer. Although the definition of these seven catego-
ries is based on previous studies (Electronic Codes of Fed-
eral Regulations, 2019; Kumar, 2008; Kuroki, 2018;
Resnik & Stewart, 2012), the assignation of comments to
categories always involves the risk of misclassification.
The accuracy test revealed that 88.1% of the posts were
correctly classified, which can be considered a suitable
rate. Yet this precision increased to 94% at group level.
However, the significant misclassification rate in some cat-
egories should be examined: the results underestimated
the proportion of Positive reviews (28%) and Honest errors
(17%), while overestimating Critical review (3.6%) and
Manipulation (1.7%).

However, this accuracy test is only based on the opinion
of one classifier which could introduce a subjective percep-
tion about the category of each post, mainly according to
posts whose content is unclear and imprecise and they are
hard to assign to a category. Thus, although the assignation
has followed the defined criteria in the classification scheme,
it is possible that the interpretation of some cases might be
debatable by different classifiers. To relieve this problem, the
result of the accuracy test is publicly available to be dis-
cussed by the research community. Even then, this impor-
tant limitation encourages more research on the content of
this platform that make possible to confirm these results.

Another limitation could be the representativeness of
the sample. PubPeer provides no information about the
number of posts, publications, or users covered in
the platform, making it extremely difficult to check
whether the sample is proportional to the population, or
whether any bias has been introduced. Although the
strategy for extracting data was designed to be compre-
hensive, possible distortions in the sample must be
considered.

7 | CONCLUSIONS

This exploratory analysis of the content of comments
uploaded to PubPeer has allowed us to draw several
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conclusions about how this platform is used. First, over
two thirds of the comments are posted to report some
type of misconduct, mainly concerning image manipu-
lation. Consequently, PubPeer cannot be the place for
many discussions: only 31.5% of publications received
more than three comments, and the response rate of
authors is very low (7.5%). When discussion did take
place, it centered on publications accused of miscon-
duct. Therefore, comments about fraud are the most
frequent, attract more posts, and take longer to be
uploaded. Anonymity is widely used (85.6%) for all
types of comment, even for those that do not require
this protection.

According to distribution by research area and disci-
pline, Health and Life Sciences are the most problematic
research areas. Specifically, Immunology and Microbiol-
ogy, Biochemistry, Genetics and Molecular Biology, and
Pharmacology, Toxicology and Pharmaceutics have more
issues with image manipulation. Otherwise, Social Sci-
ences & Humanities attract more comments related to
critical discussions about methodological and theoretical
aspects.

The study about the participation in PubPeer revealed
a small group of “super commenters” that use the plat-
form to systematically review publications, mainly
regarding image manipulation in biology. The distribu-
tion of users shows there are more men than women,
although this imbalance does not influence the number
of posts by genre.
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APPENDIX A: ESTIMATION OF CASES
ACCORDING TO THE ACCURACY TEST

This section includes information to estimate the
amount of cases in each category according to the
result of the accuracy test. Table A1 displays the distri-
bution of threads, publications, author responses and
anonymous posts of the selected subsample classified
according to the heuristic and previous to the accuracy
test (Predicted); Table A2 includes the same informa-
tion but now with the reassigned cases after the accu-
racy test (Actual); and finally, Table A3 shows the
estimation/correction of cases from the result of the

accuracy test (Estimated). The following formula was
used to estimate the results:

Estimated¼ Predicted�Actual
Predicted

� �
Observed

� �

�Observed,

where Predicted is the number of cases assigned by
the heuristic that were selected to the manual classifi-
cation (Table A1), Actual is the corrected cases in the
manual classification (Table A2) and Observed are the
cases observed in the study (Table 3). The estimation
was not calculated for categories with 0 cases.

TABLE A1 Distribution of threads, publications, author responses, and anonymous posts by type of comments in PubPeer based on the

initial heuristic (N = 4,000)

Group of
comments

Type of
comments Threads

Threads
(%) Publications

Publications
(%)

Author
response

Author
response
(%) Anonymous

Anonymous
(%)

Positive
review

Positive
review

36 1.0 36 0.9 5 13.9 25 69.4

Critical
review

Critical
review

662 15.2 644 16.4 44 6.8 493 74.5

Lack of
information

84 1.9 81 2.1 10 12.3 70 83.3

Error Honest error 84 2.7 84 2.1 0 0 0 0.0

Statistical
flaws

281 8.4 277 7.0 15 5.4 239 85.1

Fraud Publishing
fraud

370 9.7 358 9.1 11 3.1 0 0.0

Manipulation 2,483 61.1 2,450 62.3 267 10.9 2,345 94.4

Total 4,000 3,930 352 9.0 3,172 79.3

TABLE A2 Distribution of threads, publications, author responses, and anonymous posts by type of comments in PubPeer after the

accuracy test (N = 4,000)

Group of
comments

Type of
comments Threads

Threads
(%) Publications

Publications
(%)

Author
response

Author
response
(%) Anonymous

Anonymous
(%)

Positive
review

Positive
review

46 1.2 47 1.2 6 12.8 27 58.7

Critical
review

Critical
review

638 16.0 620 15.8 45 7.3 462 72.4

Lack of
information

94 2.4 91 2.3 11 12.1 80 85.1

Error Honest error 98 2.5 96 2.4 10 10.4 83 84.7

Statistical
flaws

312 7.8 304 7.7 16 5.3 273 87.5

Fraud Publishing
fraud

373 9.3 364 9.3 19 5.2 347 93.0

Manipulation 2,439 61.0 2,409 61.3 252 10.5 2,318 95.0

Total 4,000 3,931 359 9.1 3,590 89.8
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TABLE A3 Distribution of threads, publications, author responses, and anonymous posts by type of comments in PubPeer, estimated

from the accuracy test (N = 24,001)

Group of
comments

Type of
comments Threads

Threads
(%) Publications

Publications
(%)

Author
response

Author
response
(%) Anonymous

Anonymous
(%)

Positive
review

Positive
review

242.8 1.0 231.3 1.0 15.6 6.7 82.1 33.8

Critical
review

Critical
review

3653.6 15.2 3644.3 15.2 227.0 6.2 2508.2 68.7

Lack of
information

445.4 1.9 441.7 1.8 28.6 6.5 382.9 86.0

Error Honest error 645.7 2.7 637.1 2.7 40.0 6.3 474.0 73.4

Statistical
flaws

2008.6 8.4 1993.5 8.3 81.1 4.1 1614.0 80.4

Fraud Publishing
fraud

2334.8 9.7 2335.1 9.8 152.0 6.5 1969.0 84.3

Manipulation 14670.3 61.1 14662.2 61.2 1128.8 7.7 12716.9 86.7

Total 24001.1 23945.2 1673.1 7.0 19747.0 82.5
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