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Abstract
Biomedical platforms provide the hardware and software to securely ingest, process, validate, curate, store, and share data. Many
large-scale biomedical platforms use secure cloud computing technology for analyzing, integrating, and storing phenotypic,
clinical, and genomic data. Several web-based platforms are available for researchers to access services and tools for biomedical
research. The use of bio-containers can facilitate the integration of bioinformatics software with various data analysis pipelines.
Adoption of Common Data Models, Common Data Elements, and Ontologies can increase the likelihood of data reuse.
Managing biomedical Big Data will require the development of strategies that can efficiently leverage public cloud computing
resources. The use of the research community developed standards for data collection can foster the development of machine
learning methods for data processing and analysis. Increasingly platforms will need to support the integration of data from
multiple disease area research.
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1 Introduction

Biological data arises from a variety of sources – genomic
sequencing, imaging studies, clinical, phenotypic, ecological,
and microscopic research work. Harnessing the power of data
requires it to be findable, accessible, interoperable, and reus-
able (FAIR), (Wilkinson et al. 2016). Large scale initiatives
like the All Of Us Research Program (AOU) need platforms to
support multi-modal data integration, modeling, and linking
of data from different sources. Managing the research data life
cycle requires biomedical platforms to support comprehensive
data management plans (Griffin et al. 2017).

Biomedical data platforms can provide scalable infrastruc-
tures (hardware and software), secure services to ingest, pro-
cess, validate, curate, store, and share data. These platforms
support workflow(s), data analyses, visualization tools, and
access to storage repositories. Research communities need
general-purpose biological, clinical, translational, and disease
area research platforms.

Several national and international platforms have been
developed to support biological research. ELIXIR supports
life science researchers from 23 European countries
(https://elixir-europe.org/platforms) and is coordinated by
the European Molecular Biology Laboratory European
Bioinformatics Institute (EMBL-EBI), the de.NBI
provides bioinformatics services to life science
researchers in Germany (Tauch and Al-Dilaimi 2019),
and the EMBL Australia Bioinformatics Resource coordi-
nates life sciences and biomedical researchers in Australia,
(Schneider et al. 2017). A distributed biotechnology infor-
mation network comprising over a hundred centers is sup-
ported by the Indian government (Krishnaswamy and
Madhan Mohan 2016). Within the United States (US),
there are several biological and biomedical research plat-
forms. For example, the US National Science Foundation
funded the CyVerse platform to enhance interdisciplinary
collaborations in life sciences (Goff et al. 2011),
(Merchant et al. 2016). The tranSMART supports clinical
and translational research (Herzinger et al. 2017), the
National Database for Autism (NDA) provides access to
clinical, behavioral assessments and health outcomes from
novel interventions for Autism research (Payakachat,
Tilford, and Ungar 2016), the Federal Interagency
Traumatic Brain Injury Research (FITBIR) supports trau-
matic brain injury research (https://fitbir.nih.gov/) and the
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Global Alzheimer’s Association Interactive Network
(GAAIN) supports Alzheimer research activities (Toga
2017).

A comprehensive review of the various platforms used in
biomedical research is not within the scope of this article. This
article serves as an overview of platform capabilities, and the
examples provided illustrate the diverse data content, infra-
structure, services, tools, and methods for increasing access
and use of biomedical research data.

1.1 Platform infrastructure

The examples shown in Table 1 are used for general-
purpose life sciences, clinical and translational research,
and disease area studies. The infrastructure for the var-
ious platforms can be distributed or centralized.
ELIXIR, for example, is a distributed platform across
national boundaries with software tools, computing,
and training resources for life sciences research. The
EMBL-EBL serves as a coordinating center (hub) con-
nected to various centers of excellence (nodes). The
de.NBI, a node of the ELIXIR platform has eight ser-
vice centers with informatics capabilities for biomedical
research, microbial research, proteomics, RNA analysis,
standards-based systems biology, and tools for omics
data and imaging, including reference database services.

Centralized platforms like tranSMART enable data from dif-
ferent sources to be integrated for data analysis, hypothesis gen-
eration, and cohort discovery for clinical research (Scheufele
et al. 2014). It utilizes the Integrated Biology and Bedside
(i2b2) system, which provides software tools for the collection
and validation of clinical research data (Murphy and Wilcox
2014). The European Translational Informational and
Knowledge Management Service (eTRIKS) platform is
interfaced with tranSMART; eTRIKS provides analysis and vi-
sualization of omics, preclinical laboratory data, and clinical in-
formation (Bussery et al. 2018). The Collaborative Informatics
and Neuroimaging Suite (COINS) developed by the Mind
Research Network as an open-source centralized platform hosts
and provides services for the compilation, curation, and dissem-
ination of neuroimaging data from more than 18 sites spread
throughout the US (Landis et al. 2016).

The Genomic Data Commons (GDC), supported by the US
National Cancer Institute serves as a centralized repository for
cancer genomics and associated clinical data. The GDC platform
provides analytic pipelines to align raw sequencing data to the
human genome, and identify mutations, copy-number alter-
ations, and gene-expression changes. (Grossman et al. 2016)

Many large-scale biomedical platforms use cloud resources
as part of their infrastructure e.g. the CyVerse, NDA, GDC
(Table 1). For Big Data biomedical problems, cloud comput-
ing provides an environment for data and analytics sharing
that can increase the likelihood of data reproducibility and

reuse (Navale and Bourne 2018). Currently, in partnership
with Google and Amazon Web Services, the NIH Science
and Technology Research Infrastructure for Discovery,
Experimentation, and Sustainability (STRIDES) program of-
fers cloud resources (tools, services, training) to NIH re-
searchers and grantees (https://cloud.cit.nih.gov/).
Commercial biomedical platforms (e.g., DNAnexus) also
provide a secure cloud computing environment for analyzing
and integrating phenotypic, clinical, and genomic data
(https://www.dnanexus.com/). Within Europe, a trusted
cloud-based digital platform, the European Open Science
Cloud (EOSC) is being developed to provide access to data
and services across geographical borders and scientific disci-
plines (https://ec.europa.eu/info/research-andinnovation/
strategy/goals-research-and-innovation-policy/open-science/
european-open-science-cloud-eosc_en).

1.2 Data processing applications and services

A Web-based platform, e.g. the Galaxy (started in 2005) has
enabled access to genomics, proteomics, metabolomics, and
imaging data sets, and currently hosts more than 5, 500 tools
as part of the Galaxy ToolShed (Afgan et al. 2018). Data from
the European Genome-phenome Archive (EGA) can be
downloaded to Galaxy by using the tools available in the
Galaxy ToolShed (Hoogstrate et al. 2016), and systems have
been designed to link tranSMART, Galaxy, and EGA for
reusing human translational data (Zhang et al. 2017).

ELIXIR supports the use of biotools and biocontainers
(Table 1). A comprehensive registry of software and databases
can be accessed via the bio.tools registry; it enables researchers to
find, understand, utilize, and cite the resources for their research.
The resources include both simple command-line tools and on-
line services, as well as databases and complex, multi-functional
analysis workflows. The Biocontainers are computationally exe-
cutable environments that are platform-independent, which can
be used for installing bioinformatics software, and combining
tools for implementing data analysis pipelines (da Veiga
Leprevost et al. 2017). A set of guidelines have been developed
by the BioContainers Community to make the bioinformatics
software more discoverable, reusable and transparent (Gruening
et al. 2018).

Biomedical Research Informatics Computing System
(BRICS) supports programs in several disease areas, e.g.
Traumatic Brain Injury and Parkinson’s biomarker research
(Table 1). To manage data from different sources (e.g.,
biosamples, clinical, omics, imaging data) the BRICS pro-
vides services for electronic data capture, access to data dic-
tionaries, processing, and storage within disease-specific dig-
ital repositories (Navale et al. 2019). Other web-based tools
such as the Research Electronic Data Capture (REDCap) are
used for collecting and processing clinical data (Harvey
2018), and an integrated platform (qPortal) can be used for
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the quantitative management of laboratory biological data
(Mohr et al. 2018).

Metadata creation and description during biomedical re-
search work is an important part of data processing. The
Center for Expanded Data Annotation and Retrieval
(CEDAR) system provides capabilities to assemble composite
templates, using metadata acquisition forms when acquiring a
biomedical dataset (Musen et al. 2015).

Data privacy is an important aspect to consider during data
processing. Access to research with patient’s personal infor-
mation requires an institutional review board (IRB) approval.
Tomitigate the time required for IRB review and approval and
to accelerate data reusability, risk-aware access control
methods for processing needs should be considered early dur-
ing the research planning phase of the work (Badji and Dankar
2018).

Ethical issues (e.g. consent and sharing patient data) related
to the openness of the data will also need to be evaluated. To
support various users, a research data warehouse framework
can consist of segregated identified and de-identified clinical
data repositories, with access protocols and governance rules
for data processing (Danciu et al. 2014).

1.3 Enabling data access and reuse

Biomedical platforms have resources for tools and services
that facilitate data access and reuse. ELIXIR has identified
19 Core Data Resources (CDR) that provides a wide range
of capabilities, which includes access to data from high
throughput functional genomic experiments, information on
human protein-coding genes, comprehensive high-quality
datasets related to rare diseases (orphan data), mass
spectrometry-based proteomics data, protein sequencing data
and other resources (Drysdale et al. 2020). Several of the
CDRs support the use of bioschemas and the Schema.org
markup in their websites to enhance the findability of research
data (https://bioschemas.org/).

Ontologies (commonly controlled vocabularies) are useful
to standardize the collection, description, querying, and inter-
pretation of data. The Open Biological and Biomedical
Ontology (OBO) Foundry promotes the usage of a set of prin-
ciples in the development of ontologies, ontology models,
such as the Gene Ontology (Smith et al. 2007). Various types
of biological data use different ontologies, and selecting a bio-
ontology requires knowledge about the specific domain with
an understanding of biological systems (Malone et al. 2016).
An online collaborative tool (e.g., OntoBrowser) can be help-
ful to map reported terms to a preferred ontology (i.e., code
list) for data integration purposes (Ravagli, Pognan, and Marc
2017). Platforms such as tranSMart provide an ontology-
based approach to map collected data to institution-specific
or industry-standard formats.T

ab
le
1

(c
on
tin

ue
d)

Pl
at
fo
rm

s
U
se
r
C
om

m
un
ity

C
on
te
nt

ex
am

pl
e

In
fr
as
tr
uc
tu
re

Se
rv
ic
es

an
d
T
oo
ls

L
in
ks

Pl
at
fo
rm

s
U
se
r
C
om

m
un
ity

C
on
te
nt

ex
am

pl
e

In
fr
as
tr
uc
tu
re

Se
rv
ic
es

an
d
T
oo
ls

L
in
ks

G
A
A
IN

A
lz
he
im

er
’s
di
se
as
e,

de
m
en
tia

an
d

re
se
ar
ch
er
s
on

ag
in
g

C
lin

ic
al
,i
m
ag
in
g,
ge
ne
tic
,p
ro
te
om

ic
da
ta
,c
oh
or
t

di
sc
ov
er
y
an
d
da
ta
ex
pl
or
at
io
n.

Fe
de
ra
te
d,
gl
ob
al
ne
tw
or
k
of

da
ta

pa
rt
ne
rs
.D

at
a
ca
ch
ed

in
co
m
pu
te
r

m
em

or
y
bu
tn

ev
er

w
ri
tte
n
to

di
sk
.

T
hr
ee

in
te
rf
ac
es
:G

A
A
IN

Sc
or
eb
oa
rd
,I
nt
er
ro
ga
to
r,

C
oh
or
tS

co
ut

se
ar
ch

th
ro
ug
h
th
ou
sa
nd
s
of

da
ta

at
tr
ib
ut
es
.D

at
a
ex
po
rt
ed

in
to

C
SV

fi
le
s
an
d

m
ap
pe
d
in
to

th
e
G
A
A
IN

sc
he
m
a
us
in
g
C
D
IS
C

co
nv
en
tio

ns
.

ht
tp
://
w
w
w
.g
aa
in
.o
rg
/

G
D
C

C
an
ce
r
re
se
ar
ch

co
m
m
un
ity
.

G
en
om

ic
an
d
cl
in
ic
al
da
ta
fr
om

di
ff
er
en
ts
ou
rc
es
,

(e
.g
.T

C
G
A
,T

A
R
G
E
T
,I
nt
er
na
tio

na
lC

an
ce
r

G
en
om

e
co
ns
or
tiu

m
).

H
os
te
d
by

th
e
U
ni
ve
rs
ity

of
C
hi
ca
go

D
at
a
ce
nt
er
.D

at
a
po
rt
al
w
eb

in
te
rf
ac
e
to

br
ow

se
,q
ue
ry
,a
nd

do
w
nl
oa
d
da
ta
.

N
ew

ca
nc
er

ge
no
m
ic
da
ta
up
lo
ad
ed

by
O
pe
n
G
D
C
,

D
at
a
H
ar
m
on
iz
at
io
n.
M
ap
pi
ng

of
se
qu
en
ce

da
ta

to
cu
rr
en
tg

en
om

e
an
d
tr
an
sc
ri
pt
om

e
bu
ild

pr
ov
id
ed

ht
tp
s:
//p
or
ta
l.g
dc
.c
an
ce
r.

go
v/

C
D
IS
C
-C

lin
ic
al
D
at
a
In
te
rc
ha
ng
e
St
an
da
rd
s
C
on
so
rt
iu
m
,i
-R
O
D
S
-O

pe
n-
so
ur
ce

D
at
a
M
an
ag
em

en
tS

of
tw
ar
e,
D
B
M
I-

D
ep
ar
tm

en
to
fB

io
M
ed
ic
al
In
fo
rm

at
ic
s,
S
T
M

-S
ea
rc
h
fo
rT

ra
in
in
g
M
at
er
ia
l,
E
T
L
-

E
xt
ra
ct
,T

ra
ns
fo
rm

,L
oa
d,
T
A
R
G
E
T
-T

he
ra
pe
ut
ic
al
ly
A
pp
lic
ab
le
R
es
ea
rc
h
to
G
en
er
at
e
E
ff
ec
tiv

e
T
re
at
m
en
ts
,G

U
ID

-G
lo
ba
lly

U
ni
qu
e
Id
en
tif
ie
r,
T
C
G
A
-T

he
C
an
ce
rG

en
om

e
A
tla
s.
i2
b2

-I
nf
or
m
at
ic
s
fo
r

In
te
gr
at
in
g
B
io
lo
gy

&
th
e
B
ed
si
de
,B

R
IC
S
-
B
io
m
ed
ic
al
R
es
ea
rc
h
In
fo
rm

at
ic
s
C
om

pu
tin

g
S
ys
te
m

J. of Data, Inf. and Manag.

https://bioschemas.org/
http://www.gaain.org/
https://portal.gdc.cancer.gov/
https://portal.gdc.cancer.gov/


Common Data Elements (CDEs) are used in clinical re-
search studies, and represent a combination of the precisely
defined questions (variable) that can be associatedwith a spec-
ified value (“Common Data Element (CDE) - Clinfowiki”
n.d.). Data aggregation, meta-analyses, and cross-study com-
parisons are benefited by the use of CDEs (Sheehan et al.
2016). The BRICS platform supports the use of CDE meth-
odology during data collection, it utilizes data dictionaries that
are based on CDEs for specific disease areas, examples in
Table 1 are the TBI and PDBP platforms (Navale et al. 2019).

Common Data Models (CDMs) are used to standardize the
collection of research data, which can facilitate the aggrega-
tion and sharing of data. There are several CDMs available for
specific uses, examples include the National Patient-Centered
Clinical Research Network (PCORnet) and the Observational
Medical Outcomes Partnership (OMOP). An evaluation of
CDM use for longitudinal Electronic Health Record (EHR)
based studies showed that the OMOP CDM best met the
criteria for supporting data sharing (Garza et al. 2016). The
AOU program is standardizing the EHR data by using the
OMOP CDM. Methods to harmonize data from the i2b2 sys-
tem to the OMOP model have also been provided recently
(Klann et al. 2019).

Many standards and databases are available for data, meta-
data collection, and storage within databases and repositories.
The Fairsharing.org provides a service to relate data and meta-
data standards with databases and data policies (Sansone et al.
2019). The ‘FAIR’ cookbook, provides ‘recipes’ for making
different types of life science data FAIR (https://fairplus-
project.eu/). For genomic data sharing the Global Alliance
for Genomics and Health (GA4GH) an international consor-
tium provides standards for responsibly collecting, storing,
analyzing, and sharing genomic data (https://www.ga4gh.
org/).

1.4 Managing biomedical research data

Advancements in genomic sequencing capabilities coupled
with decreasing service costs have significantly increased
(several hundred terabytes and more) the generation of geno-
mic data within biomedical institutions. Detecting disease-
causing genes requires a series of computing steps that even-
tually yield specific information useful in the clinical care of
patients. Most of the raw genomic data from sequencing are
less utilized after the completion of the analysis and is main-
tained within the core facilities and/or associated repositories.

Biomedical platforms will require the expansion of high-
performance computing capabilities and storage repositories
to meet the needs of many biological Big Data projects . These
needs can impose budgetary challenges for even well-funded
institutions. A strategy to consider by institutions is to migrate
raw genomic data with infrequent access requirements to
lower-cost cloud storage options. Cloud storage backup

strategy can be extended for maintaining critical biomedical
data in public clouds and to support disaster recovery plans.

The cloud model promotes the ‘data at rest’ concept, that is
data can be produced, managed, and accessed at one location
without having to download to individual user computers.
Project-specific scalability of services can be implemented in
a cloud-based platform with service cost incurred on usage.
This approach can alleviate the need for periodic upgrade and
refresh of computing and storage capacities thereby reducing
the institutional IT budget costs from Big Data projects. It
should be noted that the inherent advantage of using public
clouds has some trade-offs, for example, data ingress (moving
data to a public cloud) does not incur a cost, however, egress
(moving data out) costs from a vendor cloud can be signifi-
cant, especially if large scale data migrations are necessary at
any time. There is a risk for data to be siloed by increasingly
relying on a specific public cloud provider. To mitigate these
risks, developing cloud interoperability strategies and
methods (e.g. common application programming interfaces)
that can enable communication between applications and ser-
vices for two or more public cloud instances is a near-term
need. The availability of interoperable cloud computing tech-
nologies can facilitate the portability of biomedical data be-
tween various cloud deployments.

Big Data brings other challenges as well – for example,
there can be a significant time gap between initial data gener-
ation and the subsequent processing and analysis work needed
to produce meaningful information for a large-scale project.
Consistent use of data elements, models, dictionaries, and
standard vocabularies during the data collection phase can
mitigate manual, often laborious data curation that is time-
intensive and expensive. The use of standardized methods
can also facilitate machine readability, promote automation,
and enhance the use of machine learning (ML) technologies
for Big Data biomedical research.

Currently, ML methods are being utilized in medical
imaging analyses for aiding in disease confirmation.
Increasing development and application of ML methods
for disease detection, prevention and prediction will re-
quire biomedical platforms to support the growth of ML-
based data sets.

In our overview we gleaned that the current landscape of
platforms supports some aspect of the FAIR principles, en-
hancing platform capabilities to satisfy all of the recommend-
ed principles will result in more effective data stewardship and
management. The use of community-agreed data formats,
metadata standards, tools, and services can improve data inte-
gration capabilities. We anticipate that new insights in disease
area research will require platforms to support the integration
of multiple data types - genomics, proteomics, imaging, phe-
notypic and clinical data for research projects. Newmodalities
will also be required to address the challenge of determining
commonalities across various disease area research.
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2 Conclusion

Biomedical platforms are required for the collection, process-
ing, analysis, storage, and access to research data. They can
vary in scope and size from being general-purpose to disease-
specific in nature. Increasingly cloud computing technology is
being integrated with the platform architecture, to support Big
Data projects. Several online software applications, methods,
and services are available for researchers to use for their pro-
ject needs. The diversity in standards, models, ontologies that
can be used for managing research data requires both subject
matter expertise and engagement with a discipline-specific
research community. Overall, platforms will add value to bio-
medical research by supporting data to be FAIR. New insights
in disease area research will require platforms to support the
integration of clinical, imaging, phenotypic, genomic, and
proteomic data that can contribute towards personalized and
precise medical diagnosis and care.
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