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Abstract

Problem solving often requires crossing boundaries, such as those between dis-

ciplines. When policy-makers call for “interdisciplinarity,” however, they often
mean “synergy.” Synergy is generated when the whole offers more possibilities

than the sum of its parts. An increase in the number of options above the sum

of the options in subsets can be measured as redundancy; that is, the number

of not-yet-realized options. The number of options available to an innovation

system for realization can be as decisive for the system's survival as the histori-

cally already-realized innovations. Unlike “interdisciplinarity,” “synergy” can

also be generated in sectorial or geographical collaborations. The measurement

of “synergy,” however, requires a methodology different from the measure-

ment of “interdisciplinarity.” In this study, we discuss recent advances in the

operationalization and measurement of “interdisciplinarity,” and propose a

methodology for measuring “synergy” based on information theory. The shar-

ing of meanings attributed to information from different perspectives can

increase redundancy. Increasing redundancy reduces the relative uncertainty,

for example, in niches. The operationalization of the two concepts—“interdis-
ciplinarity” and “synergy”—as different and partly overlapping indicators

allows for distinguishing between the effects and the effectiveness of science-

policy interventions in research priorities.

1 | INTRODUCTION

The faculties and disciplines have been organized since
the Middle Ages, first as structures of higher education
(notably: theology, medicine, and law), but since the 19th
century increasingly also as frameworks for academic
research (Stichweh, 1990). After WW II, the NSF was cre-
ated (Bush, 1945) and the disciplines became increasingly
important for the distribution of funding, peer review,
and editorial control (Langford, Burch, & Langford, 1997;
Zuckerman & Merton, 1971). In this context, the call for
“interdisciplinary” problem-solving from the policy side

meets an institutional dynamics of the disciplines which
shields the sciences against external steering
(Mulkay, 1976). Government priorities and social
demands have to be adapted to the imperatives of the dis-
ciplines before they can be implemented successfully at
the specialty level (Studer & Chubin, 1980).

How can the gaps between disciplinary organization
and social relevance be bridged to the benefit of both sci-
ence and society? Gibbons et al. (1994) suggested the
emergence of a “Mode-2” type of scientific knowledge
production in which the context of application would
serve a “Third Mission” in interactions together with the
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internal contexts of discovery and justification distin-
guished by Popper ([1935], 1959; cf. Lakatos &
Musgrave, 1970). Different disciplines and specialties
may be in different stages of paradigmatic closure (Kuhn,
1977; van den Daele & Weingart, 1975).

In the context of the Triple Helix of University-Indus-
try-Government relations (Etzkowitz & Leydesdorff, 2000),
the emphasis has been on “synergy” as an objective differ-
ent from “interdisciplinarity.” The third mission of the
university is not necessarily to challenge the disciplinary
or interdisciplinary frameworks of research. The crucial
question is whether and how social and scientific rele-
vance can be integrated and generate additional value
(Bunders & Leydesdorff, 1987).

Discussions about “interdisciplinarity” can easily be
confusing, because the concept itself is composite (Centre
for Educational Research and Innovation, 1972;
Klein, 1990; Organisation for Economic Co-operation and
Development, 1971; cf. Q. Wang & Schneider, 2020). Fur-
thermore, the distinction of inter-disciplinarity from
multi-disciplinarity, or trans-disciplinarity tends to be
fluid. In bibliometrics, however, “interdisciplinarity” has
been further operationalized and made amenable to mea-
surement (Rakas & Hain, 2019). In this communication,
we report on these recent advances in the
operationalizations of “interdisciplinarity” and “synergy.”

We limit the discussion to “interdisciplinarity” and
“synergy” as two most policy-relevant evaluation criteria
among a multitude of further refined indicators, such as
“heterogeneity” in networks (Hu, Leydesdorff, & Rous-
seau, 2017), “novelty” measured in terms of atypical com-
binations of references (Klavans & Boyack, 2017; Uzzi,
Mukherjee, Stringer, & Jones, 2013; J. Wang, Veugelers, &
Stephan, 2017), “breakthroughs” (Ponomarev et al., 2012),
and “disruption” (Azoulay, Bower & Christensen, 1995;
Wu, Wang, & Evans, 2019). However, we deliberately keep
the analysis of “interdisciplinarity” and “synergy” together
in order to clarify the difference.

2 | THEORETICAL
SPECIFICATIONS

2.1 | Interdisciplinarity

In a paper entitled “A general framework for analysing
diversity in science, technology and society,” Stir-
ling (2007) distinguished between (a) variety, (b) balance,
and (c) disparity as three aspects of interdisciplinarity.
Based on an extensive literature review, Stirling (1998)
had translated diversity measures used in ecology, eco-
nomics, and information theory into a framework for the
measurement of “interdisciplinarity” in science policy

and research evaluation. In ecology, for example, variety
and balance are often combined into a so-called “dual-
concept” indicator (Junge, 1994) such as the Simpson
index: [

P
i,j(pipj)]—or, equivalently, the Hirschman–

Herfindahl index [Σi (pi)
2] as a measure of concentration

in economics.1 If there is no variety, but complete con-
centration into a single variant, the index is equal to one.
In empirical cases, these indexes vary between zero and
one. Note that factors bounded between zero and one can
always be multiplied and the product can be used as
another indicator between zero and one.2

Rao (1982) added “disparity” as a third dimension to
“diversity.” Ceteris paribus, grouping into different clus-
ters can be expected to modify diversity. In an ecology,
parts of the variety may be “related variety” in potentially
different niches (Frenken, Van Oort, & Verburg, 2007).
For example, a biochemist and a sociologist are more dis-
tanced in terms of their disciplines—as a grouping
variable—than a biochemist and a physicist. One can
measure disparity in terms of the distances between ele-
ments. However, the measurement of disparity is sensi-
tive to the choice of the unit distance or proximity.
Bromham et al. (2016, p. 6841), for example, developed
an interdisciplinary distance metrics, which contains a
disparity value based on co-classifications. For technical
reasons, one often uses (1 − cosineij) as the distance mea-
sure instead of Euclidean distances or Pearson correla-
tions (Ahlgren, Jarneving, & Rousseau, 2003).3 Network
analysts can also use shortest distances (geodesics) in
terms of the links in between two nodes.

Elaborating on Rao (1982; cf. Ricotta & Szeidl, 2006),
Stirling (2007) proposed the following measure of diver-
sity as a composed indicator of interdisciplinarity:

Δ=
X

i,j
pipj

� �α
dij

β ð1Þ

For the least complex case of α = β = 1,4 this measure
Δ (=

P
i,jpipjdij) is often called Rao-Stirling (RS) diversity.

RS is identical to the “integration score” developed and
used by Porter, Roessner, Cohen, and Perreault (2006)
and Porter, Cohen, David Roessner, and Perreault (2007),
cf. Porter & Chubin (1985).

Rafols and Meyer (2010, p. 266) provided Figure 1,
which has become iconographic for visualizing the dis-
tinctions among the three components of “interdisciplin-
arity.” Rafols and Meyer (2010, pp. 268 ff.) added the
distinction between diversity and coherence (cf. Rafols,
2014; Rafols, Leydesdorff, O'Hare, Nightingale, &
Stirling, 2012, p. 1268).5

Based on recent literature in ecology (Jost, 2006; Lein-
ster & Cobbold, 2012; cf. Mugabushaka et al., 2016),
Zhang, Rousseau, and Glänzel (2016) have distinguished
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between Rao-Stirling diversity (Δ) and “true” diversity
(2D3). As against RS, one can calculate with “true” diver-
sity as a metric: a “true” diversity of two, for example, is
precisely twice as diverse as a “true” diversity of one. Fur-
thermore, Zhang et al. (2016, eq. 6 at p. 1260; cf.
Mugabushaka et al., 2016, p. 602, Table 1) derived that
RS diversity (Δ) can be converted into the “true” diversity
index 2D3 using:

2D3 = 1= 1−Δð Þ ð2Þ

A major advantage of “true” diversity is that one can
express one diversity as a percentage of another and thus
define a measure for above- and below-expected values in
the evaluation. Note that “true” diversity is not bounded
between zero and one.

Furthermore, Stirling (1998, p. 48) stated that “any
integration of variety and balance into dual-concept
diversity must necessarily involve the implicit or explicit

prioritization of the subordinate properties.” In the
meantime, however, Nijssen, Rousseau, and Hecke
(1998) had shown that the Gini Index can be considered
a measure of balance, but not of variety. One can thus
operationalize the three components independently of
each other, by using the Gini-coefficient as an indicator
of (un)balance (Zhang, Sun, Chinchilla-Rodríguez,
Chen, & Huang, 2018). Variety can be defined indepen-
dently as (nc/N), with N being the total number of clas-
ses available and nc the number of classes with values
larger than zero. Using this decomposition, Leydesdorff,
Wagner, and Bornmann (2019) proposed DIV as a diver-
sity indicator combining the three components as
follows:

DIV c = nc=N½ � � 1−Gini½ � �
X j=nc

i=nc
i=1,

j=1,

i≠j

dij nc � nc−1ð Þf g

2
66666664

3
77777775

ð3Þ

The three components are indicated in Equation (3)
with brackets. The right-most factor in this equation is
similar to the disparity measure used in RS diversity
(Equation (1)), albeit normalized differently. The other
two factors represent relative variety as (nc/N) and bal-
ance measured as (1 − Gini).

Unlike RS, DIV meets Rousseau's (2018) requirement
that diversity increases for each of the three components
when the other two remain the same. Rousseau (2019)
further improved DIV into a “true” diversity measure as
follows:

DIV � = N �DIVð Þ ð4Þ

As a “true” diversity measure, DIV* is not bounded
between zero and one, but again one can calculate
with it. In our opinion, DIV* is the current state of
the art.

2.2 | Synergy

The term synergy originates from the Greek word
συνεργία which means “working together.” By working
together, a whole is sometimes created that is greater
than the sum of its parts. In science, for example, synergy
may mean that new options have become available
because of the collaboration across (e.g., disciplinary, sec-
torial, or geographic) boundaries. In other words, the

FIGURE 1 Schematic representation of the attributes of

diversity, based on Stirling (1998, p. 41). Source: Rafols & Meyer

(2010, p. 266) [Color figure can be viewed at

wileyonlinelibrary.com]

TABLE 1 Four column vectors in a toy model

v1 v2 v3 v4 Sum

0 0 3 0 3

0 6 0 4 10

9 0 0 3 12

4 4 0 5 13

0 3 4 0 7

13 13 7 12 45
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number of options in the system under study can be
increased by making further distinctions.

Newly emerging options are vital to innovative sys-
tems, even more than past performances. A system may
run out of steam and be deadlocked if new options are no
longer generated. Future performance of a region or
nation is dependent on both entrepreneurial and struc-
tural dynamics such as interactions among selection
environments (markets, sciences, endowments, etc).

Technically, a larger number of options add to the
maximum capacity of a system. Unlike biological sys-
tems, the maximum capacity of a cultural system—he
Hmax in information theory—is not a given but can be
reconstructed (Figure 2). New options can be invented as
alternative possibilities (Leydesdorff, Johnson, &
Ivanova, 2018, Leydesdorff, Wagner, & Bornmann, 2018,
p. 1184). For example, new means of transport can be
invented. This adds capacity to the system(s) under
study.

The maximum capacity of a system Hmax is equal to
the (logarithm of the) number of options (log(N)). Hmax is
composed of the number of realized states (Hobserved or
Hobs in Figure 2) and the number of possible, but not
realized states (Hmax − Hobs). Shannon (1948) defined the
proportion of non-realized but possible options [(Hmax −
Hobs)/Hmax] as redundancy (colored green in Figure 2),
and the proportion of realized options as relative uncer-
tainty. If redundancy increases, the relative uncertainty
decreases.

For example, when a child asks permission from one
of its parents, the other parent is latently present in the

response. Uncertainty can be reduced when a latent rela-
tion is expected to operate in the background, like in this
case the relation between the parents (Abramson, 1963,
pp. 130f.). In a triad, the correlation in the relations
between each two sets can spuriously be co-determined
by a third with a plus or a minus sign. In other words,
a latent dimension is operating as a selection environment.

The same information can be appreciated differently
by other stakeholders, for example, in university-indus-
try-government relations. The appreciations from differ-
ent perspectives (“the meanings of the information”) can
be shared and thus generate redundancy; the same infor-
mation can be involved more than once. Whereas infor-
mation can be communicated in relations and measured
(using Shannon's formulas), meanings can be provided
and shared from different perspectives. Sharing can gen-
erate an “overlay” among perspectives with a dynamic of
redundancy different from that of information processing
(Etzkowitz & Leydesdorff, 2000).

First, there is variation in historical events at the
bottom as part of the (probabilistic) entropy flow.
Unlike this variation, the dynamic among perspectives
operates reflexively—as an “overlay”—upon changes in
the network of relations. The perspectives operate as
selection environments on the variation and the interac-
tions among these selections can feedback as redun-
dancy on the variation. The feedback has an
opposite sign.

Shannon (1948) defined information H as the statisti-
cal term in Gibbs' formula for thermodynamic entropy
S = kB * H. In this formula H = −

P
ipi � log2pi and kB is

FIGURE 2 (a) The development of entropy (Hobs), maximum entropy (Hmax), and redundancy (Hmax − Hobs). Source: Brooks &

Wiley (1986, at p. 43). (b) Hitherto impossible options are made possible because of technological developments. Source: Leydesdorff,

Johnson, and Ivanova (2018, Leydesdorff, Wagner, & Bornmann, 2018, p. 1184) [Color figure can be viewed at wileyonlinelibrary.com]
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the Boltzmann constant. Like entropy, the Boltzmann
constant has the dimensionality Joule/Kelvin so that H is
a dimensionless statistic, sometimes called “probabilistic
entropy.” If the logarithm is two-based, H is measured in
bits of information. Note that the second law of thermo-
dynamics is equally valid for H, because kB is a constant.
Shannon-type information is therefore necessarily posi-
tive and adds to the uncertainty (Krippendorff, 2009).

Figure 3 shows two overlapping sets of options with
the respective information contents H1 and H2. One can
consider the overlap as mutual information or transmis-
sion (T12). However, counting the information in the
overlap twice would be redundant, and thus:

H12 =H1 +H2−T12 ð5Þ

The redundancy R12 is equal in absolute value to T12

but with the opposite sign. Whereas mutual information
T12 is Shannon-type information and thus necessarily
positive, mutual redundancy R12 is a measure of reduc-
tion of uncertainty, and cannot be Shannon-type infor-
mation because of the (potentially) negative sign
(Krippendorff, 2009). The potential sign switch indicates
that a receiving system can appreciate (Shannon-type)
information and consider the empty “boxes” as

redundancy; that is, the opposite of information in terms
of positive or negative contributions to the uncertainty.
Shannon's co-author Weaver (1949) already envisaged a
calculus of redundancy as a supplement to Shannon's
theory of information (cf. Bateson, 1972; Leydesdorff,
Johnson, & Ivanova, 2018).

Figure 3 is extended to three sets in Figure 4. Three
configurations are depicted in Figure 4 metaphorically
indicating that T123 (the overlap among the three in the
centre) can be positive (A), absent (C), or zero (B).
Redundancy is a measure of these absent options, which
can nevertheless be declared (Bateson, 1972;
Deacon, 2012). Different from the empty spaces outside
the three circles, the size of the delineated gap among
them in Figure 4C can be measured.

The formula for the combined set H123 follows—
analogously to H12 above—using summations and sub-
tractions of the numbers of elements in overlaps among
sets, as follows:

H123 =H1 +H2 +H3−T12−T13−T23 +T123 ð6Þ

In Equation (6), the tri-lateral overlap in the center
(T123 in the left pane of Figure 4) is included three times
in the summation (H1 + H2 + H3) and then subtracted
three times by (−T1 −T2 −T3). It follows that T123 has to
be added once more after the subtractions in order to
capture H123.

Equation (6) can be reorganized as follows:

H123 =H1 +H2 +H3− H1 +H2−H12½ �− H2 +H3−H23½ �
− H1 +H3−H13½ �+T123 T123 =H123−H1−H2−H3

+ H1 +H2−H12½ �+ H2 +H3−H23½ �
+ H1 +H3−H13½ �T123 =H1 +H2 +H3−H12

−H23−H13 +H123

ð7Þ
FIGURE 3 Set-theoretical representation of two sets of

overlapping options

FIGURE 4 Overlapping uncertainties among three variables x1, x2, and x3: a: overlap; c: missing overlap; b: overlap = zero. (a) Overlap

among three sets: T123 > 0. (b) No overlap among three sets: T123 = 0. A hole among three sets: T123 < 0

LEYDESDORFF AND IVANOVA 5



Since T123 is added, while T12 was subtracted in Equa-
tion (5), the sign of the last term representing mutual
redundancy in three dimensions is opposite to that rep-
resenting an even number of dimensions. In other words:
R12 = −T12 and R123 = T123. Alexander Petersen has
shown that the sign changes with the addition of each
next dimension because of the sub-additivity of the
entropy (Leydesdorff, Petersen, & Ivanova, 2017, p. 17).6

In summary, one can have both positive and negative
loops in interactions among three dimensions.

In general, triads are the building blocks of systems
(Bianconi et al., 2014; cf. Krackhardt, 1999). All higher-
order configurations can be decomposed into triads (L. C.
Freeman, 1996). In the case of more than three (sub)sets,
one can compare triads among each three in terms of the
redundancies generated. Triads may contain redundancy
or uncertainty depending on the rotation (Figure 5;
Ivanova & Leydesdorff, 2014).

The number of possible triads among n sets is n *
(n − 1) * (n − 2)/(2 * 3). (The denominator [2 * 3] corrects
for double counting.) Each node can partake in n −
1 links of which some are parts of triads which generate
redundancy and others are not. Both links and nodes can
be part of triads.7

3 | MUTUAL INFORMATION AND
REDUNDANCY IN A SIMPLE TOY
MODEL

Let us begin this discussion with a toy model. In this
model (Table 1), four variables are attributed to five cases
like column vectors of a matrix.

Using Shannon's formula (Hi = −
P

ipi * log2pi), the
expected information content of the first vector (v1), for
example, can be elaborated as follows:

Hv1 = − 3 � 0 � log2 0ð Þf g½ �− 9
13

� �
� log2

9
13

� �� �

−
4
13

� �
� log2

4
13

� �� �
=0:890 bits

(By convention, 0 * log(0) = 0). One can compute the
joint entropy (H12) and mutual information or transmis-
sion between the two dimensions of the matrix by follow-
ing the steps in Table 2.

Column e in Table 2 contains the margin totals of the
five rows of the toy model (columns a to d). Using the
grand total of the matrix (N = 45) as denominator, rela-
tive frequencies are provided in columns f to i. In column
k to n, the values in this two-dimensional probability dis-
tribution (pij) are transformed into the Shannon-type
information (−Σ pij * log2 pij) in bits. It follows from
the summation of the cell values that Hij = 3.23 bits (at
the bottom of column o). This is the two-dimensional
information content of this matrix.

The margin totals in the vertical and horizontal direc-
tion provide us with the one-dimensional probabilities:
the information values in column e add up to H1 = 2.19
bits. Analogously on the basis of the values in the bottom
row of columns a to d, H2 = 1.96 bits. Using Equation (5)
(above):

FIGURE 5 Schematic of a hypothetical three-component

autocatalytic cycle (Source: Ulanowicz, 2009, at p. 1888, Figure 3)

TABLE 2 Computation of the one- and two-dimensional information in the toy model

Toy model Probabilities; relative frequencies (n/N) Two-dimensional H(12) in bits = −Σ pij log2(pij)

v1 v2 v3 v4 p1 p2 p3 p4 i1 i2 i3 i4

a b c d e f g h i j k l m n o

0 0 3 0 3 0.00 0.00 0.07 0.00 0.07 0.00 0.00 0.26 0.00 0.26

0 6 0 4 10 0.00 0.13 0.00 0.09 0.22 0.00 0.39 0.00 0.31 0.70

9 0 0 3 12 0.20 0.00 0.00 0.07 0.27 0.46 0.00 0.00 0.26 0.72

4 4 0 5 13 0.09 0.09 0.00 0.11 0.29 0.31 0.31 0.00 0.35 0.97

0 3 4 0 7 0.00 0.07 0.09 0.00 0.16 0.00 0.26 0.31 0.00 0.57

13 13 7 12 45 0.29 0.29 0.16 0.27 1.00 0.77 0.96 0.57 0.92 3.23

6 LEYDESDORFF AND IVANOVA



T12 =H1 +H2−H12 = 2:19+ 1:96−3:23= 0:92 bits ð8Þ

A matrix contains by definition a two-dimensional
distribution; mutual information in two dimensions is
necessarily positive (Theil, 1972). For the representation
of a three-dimensional distribution, however, one would
need three dimensions. We propose to use the triplet
values in consecutive columns as vector representations
in the x, y, and z dimensions of a three-dimensional vec-
tor space. The four vectors in Table 1 can be considered
as consecutive triplets: {v1, v2, v3}, {v1, v2, v4}, {v1, v3, v4},
{v2, v3, v4}. One can compute for each triplet a three-
dimensional H123.

8

Let us consider, for example, the first triple {v1, v2, v3}
in more detail. Table 3 provides this triplet itself in the
top-panel. The relative frequencies are provided for the
respective dimensionalities in the second row of matrices.
The information values follow in the bottom row.

Using Equation (7) (above), it follows that in this
triplet

T123 = H1 +H2 +H3½ �− H12 +H13 +H23½ �+H123

= 0:89+ 1:53+ 0:99ð Þ− 2:21+ 1:86+ 2:27ð Þ+2:69

= 3:40 – 6:34+ 2:69= −0:24 bits

Analogously, the four other possible triplets as part of
the toy model are: T124 = −0.08; T134 = −0.23, and
T234 = −0.08. The values for the four triplets can be
aggregated for the set (because of the sigma's in the Shan-
non formulas). We propose to attribute this redundancy
as a synergy value to the nodes and links participating in
the respective triads (Leydesdorff & Strand, 2013, p. 1895,
n. 5). A routine is available at https://www.leydesdorff.
net/software/synergy.triads, which permutes the column
vectors of any matrix so that all possible combinations of
variables are evaluated in terms of their values of T123.

For example, v2 participates in the triads {v1, v2, v3},
{v1, v2, v4}, and {v2, v3, v4}, but not in {v1, v3, v4}. Among
the triads in which a vector participates some will gener-
ate information (T123 > 0) and others redundancy
(T123 < 0). We define the synergy value of v2 in this

TABLE 3 Exemplary elaboration of the computation of redundancy in the first triplet {v1, v2, v3}

Triplet values V1 V2 V3 Margin totals
0 0 3 3

0 6 0 6

9 0 0 9

4 4 0 8

0 3 4 7

13 13 7 33

Probabilities
One dimension Two dimensions Three dimensions

P1 P2 P3 P12 p13 P23 P123

0.00 0.00 0.43 0.00 0.00 0.00 0.15 0.00 0.15 0.00 0.00 0.09

0.00 0.46 0.00 0.00 0.23 0.00 0.00 0.30 0.00 0.00 0.18 0.00

0.69 0.00 0.00 0.35 0.00 0.45 0.00 0.00 0.00 0.27 0.00 0.00

0.31 0.31 0.00 0.15 0.15 0.20 0.00 0.20 0.00 0.12 0.12 0.00

0.00 0.23 0.57 0.00 0.12 0.00 0.20 0.15 0.20 0.00 0.09 0.12

Sum 1.00 1.00 1.00 0.50 0.50 0.65 0.35 0.65 0.35 0.39 0.39 0.21

Information
in bits H1 H2 H3 H12 H13 H23 H123

0.00 0.00 0.52 0.00 0.00 0.00 0.41 0.00 0.41 0.00 0.00 0.31

0.00 0.51 0.00 0.00 0.49 0.00 0.00 0.52 0.00 0.00 0.45 0.00

0.37 0.00 0.00 0.53 0.00 0.52 0.00 0.00 0.00 0.51 0.00 0.00

0.52 0.52 0.00 0.42 0.42 0.46 0.00 0.46 0.00 0.37 0.37 0.00

0.00 0.49 0.46 0.00 0.36 0.00 0.46 0.41 0.46 0.00 0.31 0.37

Sum 0.89 1.53 0.99 2.21 1.86 2.27 2.69
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matrix as the sum of the negative values of the triplets in
which v2 participates. For v2, this would be [−0.24 –0.08
−0.08] = −0.40 bit of information. Both v1 and v2 partici-
pate in the triads {v1, v2, v3} and {v1, v2, v4} which gener-
ate −0.24 and −0.08 bits of redundancy, respectively. The
link between v1 and v2 can be attributed with this redun-
dancy shared between v1 and v2. This is [−0.24
−0.08] = −0.32 bits. One can visualize the retention of
synergy in this toy network as in Figure 6.

Redundancy values can be attributed both to nodes
and links between them. One needs both components for
the visualization of the resulting synergy network
(Figure 6).

4 | EMPIRICAL APPLICATIONS

4.1 | Comparison of synergy with
interdisciplinarity using citation relations
among journals

As a first example of empirical data, we use the aggre-
gated journal-journal citation matrix of 26 journals cited
by publications in Scientometrics during 2017 more than
a threshold value of 43 times.9 We chose this example
because the disciplinary and interdisciplinary affiliations
of journals are mostly intuitive (Table 4). We compare
the 26 column vectors of the matrix (“citing”) containing
the respective numbers of references to publications
(in the Web-of-Science domain) during 2017.

Figure 7 provides a map of this set of journals on the
basis of the cosine-normalized (column) vectors. The
structure induced by Blondel et al.'s (2008) algorithm for
decomposition is intuitively recognizable as three groups
of journals: information-science journals in the direct
environment of Scientometrics, multidisciplinary ones
(e.g., PNAS, PLOS One, Science, and Nature) on the right
side, and policy and management journals on the left side
(e.g., Research Policy and Technovation).

Table 4 lists the 26 journals in terms of synergy values
in the left-most column, and in terms of the two “true”
interdisciplinarity indicators 2D3 and DIV* in the next
two columns.

On the synergy indicator, Science ranks on the sixth
position, and Nature follows on the eighth rank. Large
journals with a pronouncedly disciplinary identity such
as the Am Econ Rev and a number of journals in the man-
agement sciences generate more synergy than Science
and Nature. Among the library and information science
journals, the journal Scientometrics scores highest on syn-
ergy (with rank number 13). However, the journal Social
Networks occupies the seventh position on the ranking of
synergy values.

Pearson correlations and Spearman rank-order corre-
lations among these and a number of the diversity and
interdisciplinarity indicators (discussed above) are pro-
vided in the lower and upper triangles of Table 5, respec-
tively. The Spearman rank-order correlation between the
DIV* and 2D3 in this set of 26 journals is �0.86 (p < .01;
see Table 5). In other words, the two measures are statis-
tically similar, but individual evaluations based on them
can be considerably different (Table 4).

The synergy indicator correlates significantly
(p < .01) with all these indicators at levels between
r = 0.4 and r = 0.7. However, Table 6 provides a two-
factor solution based on the Pearson correlation matrix.
The varimax-rotated factor matrix shows that synergy is a
specific (second) dimension different from the variety-
indicators, which load on factor 1. As could be expected,
the Gini-index correlates negatively since Gini is a mea-
sure of unbalance (Nijssen et al., 1998).

The difference in the second dimension between the
synergy indicator and the interdisciplinarity indicators
confirms that although embedded in “interdisciplinarity,”
“synergy” provides an external factor structuring the corre-
lations among the interdisciplinarity indicators in the
background.

Let us now take a closer look on the synergy indicator
itself. For n = 26 vectors, the number of possible triads is
(26 * 25 * 24)/(2 * 3) = 2,600. Of these triads, 38 (1.4%)
contribute to the redundancy. Consequently, the vast
majority of triplets (98.6%) does not generate redundancy.
However, 18 of the 26 (69.2%) journals participate in trip-
lets, which generate redundancy.

Furthermore, each link can be part of n * (n − 1)/2 tri-
ads. For n = 26, this amounts to 325 possible values; 55
of them (16.9%) have a negative value. In Table 7 the
links are listed in terms of most synergy. Combining the
values for nodes and links, one can generate a network;
Figure 7 visualizes this network; using VOSviewer, for
both the clustering and the layout. (The computer rou-
tine provides among other things files “minus.net” and

FIGURE 6 Synergy retention network of the toy model

(in bits of information)

8 LEYDESDORFF AND IVANOVA



“minus.vec” in the Pajek format, which enable the user
to proceed to the visualization and further analysis of the
synergy network.)

Figure 8 is rather different from Figure 7 above. The
interpretation of this figure raises all kinds of questions.
For example, the relations between Scientometrics and
the Americn Economic Review in the center of the synergy
map are by more than an order of magnitude smaller
than the relations between AER and management
journals. Specialist journals are not highly positioned on
this ranking, with the exception of Social Networks and to
a lesser extent Technological Forecasting and Social
Change. However, one should keep in mind that this was
a single and potentially specific case. The purpose of this
exercise was a proof of concept and a comparison of “syn-
ergy” with “interdisciplinarity.” More cases and refine-
ment of parameter choices are needed before one can
draw empirical conclusions.

Unlike most performance indicators, the synergy
indictor was not generated in a research evaluation prac-
tice, but is theory-based (McGill, 1954; Ulanowicz, 1997;
Yeung, 2008; cf. Krippendorff, 2009). Bridging the gap
from theory to practice will require more examples. For
example, in a next project, it may be interesting to study
synergy in translation research (“from bench to bed”)
because the generation of synergy is an explicit objective
in this type of research.

4.2 | Synergy in international co-
authorship relations among six western-
mediterranean countries (2009)

Unlike interdisciplinarity, synergy can also be generated
in extra-scientific contexts, such as university-industry
relations or in geographical co-locations. Using data

TABLE 4 Rank order of 26 journals using Synergy in bits of information (column a), DIV* (column b), and 2D3, (column c), respectively

Journal Synergy in bits Journal DIV* Journal 2D3

Am Econ Rev −4.27 Scientometrics 8.57 J Assoc Inf Sci Tech 2.40

Expert Syst Appl −3.08 J Assoc Inf Sci Tech 8.55 Scientometrics 2.36

Manage Sci −0.79 J Informetr 6.37 Inform Process Manag 2.33

Strategic Manage J −0.75 Technol Forecast Soc 3.54 Soc Stud Sci 2.15

Acad Manage J −0.65 Inform Process Manag 3.46 J Inf Sci 2.08

Science −0.56 Res Policy 3.41 J Informetr 2.01

Soc Networks −0.50 Technovation 2.68 Res Policy 1.94

Nature −0.48 J Technol Transfer 2.58 J Technol Transfer 1.90

Technol Forecast Soc −0.32 J Inf Sci 2.07 Technol Forecast Soc 1.87

Phys Rev E −0.26 Res Evaluat 1.98 Technovation 1.83

Res Policy −0.23 Soc Stud Sci 1.76 Res Evaluat 1.79

P Natl Acad Sci USA −0.22 J Doc 1.58 High Educ 1.72

Scientometrics −0.22 Plos One 1.36 J Doc 1.61

Plos One −0.21 Manage Sci 1.32 Manage Sci 1.60

Organ Sci −0.15 Organ Sci 1.25 Phys Rev E 1.52

High Educ −0.08 High Educ 1.15 Am Sociol Rev 1.52

J Technol Transfer −0.03 Acad Manage J 0.94 Organ Sci 1.43

Am Sociol Rev 0.00 Expert Syst Appl 0.80 Soc Networks 1.43

J Inf Sci 0.00 P Natl Acad Sci USA 0.77 Expert Syst Appl 1.38

Inform Process Manag 0.00 Am Sociol Rev 0.70 Strategic Manage J 1.30

Technovation 0.00 Strategic Manage J 0.66 Acad Manage J 1.27

J Informetr 0.00 Nature 0.63 Plos One 1.15

J Assoc Inf Sci Tech 0.00 Phys Rev E 0.62 P Natl Acad Sci USA 1.08

Soc Stud Sci 0.00 Science 0.48 Am Econ Rev 1.07

J Doc 0.00 Soc Networks 0.46 Science 1.04

Res Evaluat 0.00 Am Econ Rev 0.18 Nature 1.04
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collected in another study (Leydesdorff, Wagner, Park, &
Adams, 2013), Table 8 shows the internationally co-
authored papers among six Western-Mediterranean
countries in 2009: France, Italy, Spain, Morocco, Tunisia,
and Algeria. Figure 9a shows the affiliations network of
international co-authors among these six nations. As
expected, France has relations mainly with Italy and
Spain (within the EU), but one can expect a different

kind of relations with its former colonies in northern
Africa.

Figure 9b shows the synergy network: the three
European nations generate synergy from their collabora-
tions as do the three northern-African nations among
them. However, there is no synergy indicated in the net-
work between France and the northern-African countries
in 2009, although there was synergy in earlier years.

FIGURE 7 Map based on cosine-normalized citing patterns among 26 journals cited in Scientometrics during 2017. Clustering based on

the Louvain algorithm (Blondel, Guillaume, Lambiotte, & Lefebvre, 2008); VOSviewer was used for the layout and visualization [Color

figure can be viewed at wileyonlinelibrary.com]

TABLE 5 Pearson's correlations r (lower triangle) and Spearman's rank-order correlations ρ (upper triangle) among the various

indicators

DIVa 2D3 Gini Simpson Shannon Variety Disparity Synergy

DIVa 0.863b −0.960b 0.858b 0.943b 0.955b 0.851b 0.632b

2D3 0.777b −0.828b 0.635b 0.805b 0.833b 0.791b 0.425b

Gini −0.960b −0.839b −0.915b −0.992b −0.868b −0.738b −0.613b

Simpson 0.593b 0.544b −0.754b 0.943b 0.748b 0.602b 0.593b

Shannon 0.820b 0.795b −0.937b 0.920b 0.848b 0.714b 0.632b

Variety 0.949b 0.808b −0.942b 0.611b 0.834b 0.885b 0.565b

Disparity 0.767b 0.792b −0.773b 0.583b 0.745b 0.859b 0.497b

Synergy 0.308b 0.437a −0.445a 0.770b 0.648b 0.363 0.438a

aCorrelation is significant at the 0.05 level (2-tailed).
bCorrelation is significant at the 0.01 level (2-tailed).
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Note that one can also combine, for example, author-
ship and disciplinary-specific variables. The example
shows that “synergy” is different from “interdisciplinarity.”

Interdisciplinarity can also be considered a specific
type of synergy. The synergy indicator can be used for
the evaluation of any set of variables, including disciplin-
ary affiliations, geographical address, or demographic
characteristics.

5 | DISCUSSION AND
CONCLUDING REMARKS

The objective of this study was to discuss some recent
advances that have been made in the operationalization
and measurement of “interdisciplinarity” and “synergy.”
Using information theory, we operationalized synergy,
employed it in two empirical examples, and showed how
this indicator of “synergy” can be distinguished from
“interdisciplinarity.” “Trans-disciplinary” is sometimes
used as a residual category, which would also cover “syn-
ergy.” However, the measurement of “trans-disciplinarity”
was hitherto not further developed. “Interdisciplinarity”
has mainly been elaborated in bibliometrics on the basis
of diversity indicators developed in ecology and
economics.

Stirling (1998, 2007; cf. Rao, 1982) proposed to distin-
guish between variety, balance, and disparity as aspects
of “interdisciplinarity” (A. L. Porter, Cohen, David
Roessner, & Perreault 2007; Porter, Roessner, Cohen, &
Perreault, 2006; Rafols & Meyer, 2007, 2010). Zhang
et al. (2016) reformulated the Rao-Stirling measure of
interdisciplinarity into the framework of “true” diversity
(Jost, 2006). Leydesdorff et al. (2019) proposed to aban-
don “dual-concept” diversity (Stirling, 1998, p. 48) by
using the Gini-index as a measure of imbalance (Nijssen
et al., 1998). Rousseau (2019) finalized this series of stud-
ies by proposing DIV* as a measure of “true” diversity.

Furthermore, one can distinguish “interdisciplinarity”
or “synergy” in the “cited” and “citing” directions. Like
measures of “novelty,” “disruption,” and “breakthrough,”
the measurement of “interdisciplinarity” in bibliometrics
has focused on integration of references from different
domains into citing literature more than on knowledge dif-
fusion. By citing documents from different knowledge
bases, one integrates interdisciplinarily. When a paper is
cited in a variety of domains, diffusion can be considered
in terms of (inter)disciplinaity (Carley & Porter, 2012;
Leydesdorff, Wagner, & Bornmann, 2018).

Recently, Wu et al. (2019) developed an indicator of dis-
ruptiveness using the differences between citing and cited
patterns over generations of papers as an indicator of
change. One of the referees suggested the comparison of dis-
ruptiveness with synergy as a subject for further research.
Using Medical Subject Headings (MeSH) of MEDLINE/
PubMed, Petersen, Rotolo, and Leydesdorff (2016) showed a

TABLE 6 The rotated component matrix of the Pearson

correlations listed in Table 5

Rotated Component Matrixa

Component

1 2

Variety 0.945 0.231

Div* 0.944 .0191

Gini −0.899 −0.382
2D3 0.841 0.291

Disparity 0.829 0.296

Shannon 0.738 0.644

Synergy 0.135 0.941

Simpson 0.444 0.847

Note: Extraction Method: Principal Component Analysis. Rotation
Method: Varimax with Kaiser Normalization.
aRotation converged in 3 iterations. Two factors explained 89.7% of
the variance. Values for the synergy indicator are boldfaced.

TABLE 7 Rank-ordering of journal-journal relations in terms

of participation in triads that generate synergy: Twenty links with

increasing values of T123

Node A Node B T123 in bits

Expert Syst Appl Am Econ Rev −3.08

Manage Sci Am Econ Rev −0.79

Strategic Manage J Am Econ Rev −0.75

Acad Manage J Am Econ Rev −0.65

Science Am Econ Rev −0.56

Soc Networks Am Econ Rev −0.50

Nature Am Econ Rev −0.48

Expert Syst Appl Strategic Manage J −0.33

Technol Forecast Soc Am Econ Rev −0.32

Expert Syst Appl Science −0.31

Nature Expert Syst Appl −0.29

Manage Sci Expert Syst Appl −0.28

Expert Syst Appl Acad Manage J −0.28

Phys Rev E Am Econ Rev −0.26

Expert Syst Appl Technol Forecast Soc −0.25

Expert Syst Appl Phys Rev E −0.25

Res Policy Am Econ Rev −0.23

P Natl Acad Sci USA Expert Syst Appl −0.22

P Natl Acad Sci USA Am Econ Rev −0.22

Scientometrics Am Econ Rev −0.22
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relation between synergy-development and innovativeness
during technology-specific periods of time.

The theoretical relevance of an indicator for reduc-
tion of uncertainty can, for example, be specified for
innovation studies: the indicator can be appreciated

from two perspectives: reducing uncertainty or increas-
ing redundancy. First, one can expect a configuration
with less uncertainty to be more accommodating to
risk-taking than a configuration with high uncertainty
in the relevant selection environments. Reduction of

FIGURE 8 Synergy

network among the citing

patterns of 26 journals in the

citation environment of

Scientometrics in 2017 [Color

figure can be viewed at

wileyonlinelibrary.com]

TABLE 8 International co-

authorship relations among six western-

Mediterranean countries in 2009

France Italy Spain Morocco Algeria Tunisia

France 0 3,970 3,065 383 681 765

Italy 3,970 0 2,834 68 35 85

Spain 3,065 2,834 0 118 45 70

Morocco 383 68 118 0 33 53

Algeria 681 35 45 33 0 29

Tunisia 765 85 70 53 29 0

FIGURE 9 (a) Affiliations network among six western-Mediterranean countries. (b) Synergy network among six western-

Mediterranean countries [Color figure can be viewed at wileyonlinelibrary.com]
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the prevailing uncertainty provides innovators with
dynamic opportunities comparable to local niches
(Schot & Geels, 2007). Note that reduction of uncer-
tainty at the systems level provides an advantage for
reflexive agency insofar as it is perceived. Second,
the number of options available to an innovation sys-
tem for realization can be as decisive for the system's
survival as the historically already-realized innova-
tions. Although uncertainty features in all innovation
processes (C. Freeman & Soete, 1997), it poses crucial
challenges to the governance of innovation. A system
with no redundancy is out of options and thus
deadlocked.

The current paper contains a proof of concept for the
synergy indicator. Further research might address ques-
tions such as: what is the major difference between syn-
ergy and the other concepts in substantive terms? How
are the dynamics different? Information-theoretical mea-
sures can be rewritten into a dynamic version (Kullback
& Leibler, 1951; Leydesdorff, 1991; Theil, 1972). How
does synergy evolve?

6 | NORMATIVE IMPLICATIONS

In our opinion, “synergy” is important for the measure-
ment of the social functions of science. In translation
research, for example, the objective is to accelerate the
application of new knowledge from basic
(e.g., molecular) biology in the clinic (“from bench to
bed”) or vice versa to articulate demand at the bedside in
terms which can be made relevant for research agendas.
Mutatis mutandis, university-industry relations can be
conceptualized as processes of transfer, application, and
incubation. The mediation between supply and demand
may also require managerial or governmental interven-
tions. In university-industry-government (“Triple Helix”)
relations, nonlinear feedbacks can become more impor-
tant than linear transfer.

By appreciating redundancies, one can shift the
focus from the measurement of past performance to the
question of the number of available options. Whereas
performance indicators are useful for improving the
operational management of research, the measurement
of synergy can also be relevant for the coupling to other
areas of policy making (cf. Rotolo, Rafols, Hopkins, &
Leydesdorff, 2017). Synergy refers to options which are
possible, but not yet fulfilled, whereas most
bibliometric indicators hitherto evaluate past perfor-
mance; that is, options that have already been realized.
More generally, the measurement of redundancy may
provide methodologies opening a range of future-
oriented indicators.
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ENDNOTES
1 The Simpson index is equal to Σi (pi)

2, and the Gini-Simpson to
[1 – Σi (pi)

2].
2 In the case of a correlation r or another measure which varies
between −1 and +1, one can transform into a measure varying
between 0 and 1, using (r + 1)/2.

3 Pearson correlations and cosine values can be considered as prox-
imity indicators in the vector space.

4 By cross-tabling α and β, Stirling (2007) derived four different
“facets” of diversity, namely: variety, balance, disparity, and diver-
sity (Mugabushaka, Kyriakou, & Papazoglou, 2016, p. 604).

5 Coherence C=
P

i,j,i ≠ jpijdij.Coherence can also be considered as a
measure of the observed diversity potentially to be tested for sig-
nificance against

P
i, j, i≠j

pipjdij as the expected value.
6 Subadditivity means that H12 ≤ H1 + H2 in the two-
dimensional case.

7 For example, if the number of nodes n = 4, each of the four nodes
can participate in n – 1 = 3 direct relations (e.g., (a) n1 – n2; (b)
n1 – n3; (c) n1 – n4). The number of unique relations possible in
this network is 4 * 4 / 2 = 6; namely: (a) n1 – n2; (b) n1 – n3; (c)
n1 – n4; (d) n2 – n3; (e) n2 – n4; (f) n3 – n4. The number of possi-
ble triads in this case is (4 * 3 * 2) / (3 * 2) = 4; in this case: (a) n1
– n2 – n3; (b) n1 – n2 – n4; (c) n1 – n3 – n 4; and (d) n2 – n3 – n4.

8 The triplets are subsets of the matrix and the grand totals are dif-
ferent. Relative frequencies have to be recalculated for each trip-
let, since the probabilities have to add up to 1.

9 This threshold is based on using 1% of the total number of
references summed over the papers in this journal (6,464) after
subtraction of the 2,161 within-journal self-citations; 1% of
(6,464–2,161 =) 4,303 references.
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